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ABSTRACT

Tiny, low-cost sensor devices are expected to be failure-prone and
hence in many realistic deployment scenarios for sensor networks
these nodes are deployed in higher than necessary densities to meet
operational goals. In this paper we address the question of how
nodes should be managed in such dense sensor deployments so
that the network topology formed by the active sensors is able to
provide connected-coverage to the entire area of interest and at
the same time increase the lifetime of the network. In particular,
we propose and study distributed, |ow-coordination node wakeup
schemes to efficiently construct multiple independent (node-disjoint)
sensor network topologies to achieve good fault tolerance. We pro-
pose and evaluate different distributed, random and pattern-based
wakeup policies for sensor nodes to construct connected-covered
topologies. Through analysis and simulations we demonstrate that
in dense sensor deployment scenarios, these policies can construct
near-optimal topologies (within 2.7% of the optimal) with zero co-
ordination between nodes, as long as |ocation information is avail-
able at the individual sensor nodes. Based on these observations,
we develop and evaluate a few simple distributed, wakeup based
topology construction agorithms that can realize similar perfor-
mance bounds in realistic sensor deployments, with varying node
densities. These algorithms differ in terms of the required level
of coordination and the use of sensor location information, and
generate connected-covered topologies efficiently, with very low
message-exchange overhead.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design

General Terms
Algorithms, Theory, Performance.

Permission to make digital or hard copies of al or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercia advantage and that copies
bear this notice and the full citation on thefirst page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or afee.

MobiHoc' 05, May 25-27, 2005, Urbana-Champaign, Illinois, USA.
Copyright 2005 ACM 1-59593-004-3/05/0005 ...$5.00.

Koushik Kar
ECSE Department
Rensselaer Polytechnic
Institute
Troy, NY 12180

kark@rpi.edu

332

Suman Banerjee
CS Department
University of Wisconsin
Madison, WI 53706

suman@cs.wisc.edu

Keywords
Sensor Networks, Connectivity, Coverage, Reliability.

1. INTRODUCTION

Dueto major technological innovationsin recent years, develop-
ment of tiny, low-cost sensor devices has become possible. Using a
large number of such devices, itistoday possible to construct arich
networked environment that can significantly enhance our interac-
tion with the physical world. Networks of such sensor devices can
be deployed in different environments for various data gathering
purposes, e.g., environmental and weather monitoring, area survey
before military deployment, monitoring of hazardous leaksin reac-
tors, information gathering to plan relief operations at disaster sites,
etc. In many of these sensor network applications, wireless trans-
mission may be the only possible mode of communication. These
networks may need to be deployed at short notice, or in hostile or
inaccessible environments, and setting up a wired network in such
situations is not feasible, or cost-effective. Therefore, in most sen-
sor network applications, a sensor node would act both as a sensor
and as a wireless transmitter (the sensor device may have separate
sensing and transmitting units within itself).

In order for sensor networks to be cost efficient, it is expected
that individual sensor nodes are relatively cheap, and hence prone
to failures. Therefore, such sensors will need to be deployed con-
servatively in high densities to achieve a reasonable level of fault-
tolerance. In such scenarios, the number of operational sensor
nodes in aregion can be much higher than the minimum needed to
perform the necessary functions. Moreover, limitations on the sizes
of sensors puts constraints in terms of the battery energy, and the
maximum transmission power (i.e., maximum transmission range).
In order to extract a high operational lifetime of the network it
is expected that only a subset of these nodes are activated at any
given instant, while the rest are put to “sleep.” By timesharing
between different sets of such sensor nodes it is possible achieve
alonger lifetime for the network. A number of recent proposals
have used such an approach for increasing the lifetime of sensor
networks, e.g. GAF [12], SPAN [10], STEM [14], AFECA [13],
LEACH [11]. However the goal of these recent research activities
has been to construct connected topologies only. In contrast, the
work described in this paper addresses the problem of connected-
coverage, i.e., not only does the set of active sensors form a con-
nected subset, the combined sensing range covers the entire (or a
large portion of the) region of interest. Additionally our proposed
schemes requires minimal coordination between the sensor nodes
themselves while achieving these goals.

A related work by Gupta et. a. [9], with objective similar to



ours, demonstrated how to construct a single connected-covered
set of sensor nodes. They propose a centralized algorithm that
finds aconnected-covered set withinaO(log n) approximation fac-
tor of the optimal connected-covered set. Subsequently they pro-
pose adistributed variant of this algorithm that requires amoderate
amount of coordination between the nodes. Our work differs from
their approach in the following ways: (1) Our objective is to find
not one, but multiple connected-covered setsin a given network de-
ployment. In particular our goal isto maximize the number of such
independent (node-disioint) connected-covered sets which can be
used to provide greater redundancy and fault-tolerance. Note here
that two independent (or node-disjoint) topologies do not have any
sensor node in common.  (2) We assume that the deployment of
sensor networks is dense which is practical for many deployment
scenarios. Under this assumption we present distributed algorithms
that finds each connected-covered set whose size is within a small
constant factor of the optimal connected-covered set (i.e., about
2.7%) in comparison to the O(logn) bound in [9]. (We should,
however, add that authors in [9] make no density assumptions and
hence their proposed algorithm provides the best known theoreti-
cal bounds for sparse deployment scenarios.) (3) Our approaches
requires minimal or no coordination between the sensor nodes.

1.1 Wakeup based Topologies: Goalsand Con-
straints

In order to achieve improved network lifetime, we define policies
that dictates which sensor nodes should be powered on (or “woken
up” or “activated”) at a given instant. More specifically, a sensor
node should be powered on only when activating the sensor node
enhances sensor network functionality, avoiding redundant activa-
tion wherever possible. However, the wakeup policy should ensure
that at any instant of time, the network topology formed by the sen-
sors that are active at that time satisfy certain performance criteria.
In this paper, we address the problem of constructing topologies
that satisfy such criteria while minimizing the number of active
sensors. Sincethistopology construction is effected through an ap-
propriate choice of wakeup (or activation) strategy, we will refer to
the proposed approaches both as topology construction strategies
aswell as node wakeup (or node activation) strategies.

1.1.1 Coverage and Connectivity

In devel oping effective wakeup based topologies, two metricsare
of prime importance:

Coverage: Each sensor device typically has a physical sensing
range within which it is able to perform its operation. An effec-
tive node activation scheme should ensure that the entire physical
space of interest (or alargefraction of it) iswithin the sensing range
of at least one of the active sensors.

Connectivity: Each sensor has a maximum physical range for di-
rect communication, which determines its connectivity. It is typ-
ically more energy efficient to aggregate all the sensor data at a
few specific wireless nodes (gateways) from where the data can be
uploaded to the remotely located monitoring station. Therefore, an-
other deployment objective isto ensure that all the sensor nodes (or
a large fraction of them) are connected to some gateway, possibly
through some multi-hop path.

Sensor network topol ogies need to meet both these requirements
of coverage and connectivity. These two important metrics — cov-
erage and connectivity — can be nicely combined in the notion of
connected-coverage, as defined below.

Connected-coverage: Any point intheregion of interest isprovided
connected coverageif itis covered by (i.e., within the sensing range
of) an active sensor node that isconnected to (i.e., ableto communi-
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cate to, possibly using a multi-hop path comprising of other active
sensors) to a gateway node (Figure 1). Thus the gateway nodes
can monitor (i.e., collect datafrom) only the region that is provided
connected-coverage. In other words, the area covered by a sensor
that is not connected to any gateway cannot be monitored, since the
data from that area cannot reach the gateway. Therefore, the topol-
ogy formed by the active sensors should be done in such away that
the entire region of interest, or a large fraction of it, is provided
connected-coverage.

1.1.2 Topology Construction Objectives

Using the notion of connected-coverage as described above, our
node wakeup based topology construction objective can be cast as
an optimization problem, defined asfollows. At any instant of time,
we want to power on the sensor nodes in such a way such that
the resulting sensor network formed by the active sensors provides
connected-coverage to the entire region of interest by using a mini-
mum number of active sensors. Henceforth, we refer to topologies
that provide connected-coverage to the entire region of interest as
connected-covered topologies (or cc-topologies, in short). Thusthe
goal of node wakeup policies is to construct cc-topologies by us-
ing the minimum number of sensors. Also, the efficiency of any
wakeup based cc-topology construction algorithm isthus measured
according to the number of sensor nodes (per unit area) required by
the algorithm to achieve connected-coverage.

Note that our objective of minimizing the number of active sen-
sors (subject to the constraints on connected-coverage) at any time
is directly correlated with that of maximizing the lifetime of the
overall sensor network. A sensor network with a high degree of re-
dundancy can typically be decomposed into multiple independent
(node-disjoint) network topologies providing connected-coverage
to the entire region of interest. The lifetime of the overall sen-
sor network can then be enhanced by time-sharing between these
topologies, powering on only one of these topologies at any given
time. Clearly, alarger number of such topologies would typically
imply a longer network lifetime. Minimizing the number of sen-
sors in these topologies will typically result in alarger number of
such topologies to be formed from a same set of nodes, thereby
increasing the lifetime of the network.

1.1.3 Solution Requirements

The size of the sensor network can be very large both in terms of
the vastness of the deployment region and the number of deployed
sensors. Therefore, for practical viability, awakeup based topology
construction algorithm must be distributed in nature. Moreover, it
is also desirable that the algorithm be such that an individua sen-
sor node is able to decide whether to remain awake or not based
on local information exchange. Sensor nodes are typically severely
resource-constrained, and this implies that the complexity of com-
putation and information exchange in the topology construction al-
gorithm should be very low. The solution approaches that we pro-
pose and study satisfy all these requirements.

Note that the connectivity and coverage radii (r and p, respec-
tively) of a sensor node can be different, and the exact description
of the solutions proposed in this paper and their analysis depend on
the % ratio. However, for the sake of definiteness and the simplicity
of exposition, most of our discussion in this paper focuses on the
case when r = p, athough we occasionally stray for abrief discus-
sion on the case when r # p. However, it is worth noting here that
our solution approaches, as well as our analysis, can be adapted to
scenarios where r and p are unequal .
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Figure 1: Connected-coverage. (Theshaded region representsthe connected-covered area. Each sensor isassumed to have circular
coverage and connectivity patterns. Each sensor is modelled as a disk of coverage-radius p, and the two gateways are represented
by the squares. The node positionsin both (a) and (b) are the same. The edges between the nodes define the connectivity graph. An
edge exists between two nodesiff the distance between them isno greater than communication-radiusr.

1.2 Contributions of this Work

The main contributions of this work can be summarized as fol-
lows. We propose and evaluate distributed, low-coordination node
activation/wakeup methods for efficient cc-topology construction
in dense sensor networks. For such dense sensor deployments these
distributed algorithms provide the following guarantees:

- A purely random wakeup based algorithm (with zero coordina-
tion requirements between nodes) is able to construct a cc-topology
whose sizeiswithin a constant factor (3-4 times) of the optimal cc-
topol ogy.

- Our proposed patterned wakeup based algorithms (which require
location information and zero coordination between nodes) is able
to construct a cc-topology whose size is within a small constant
factor (2.7%) of the optimal cc-topology.

Based on the intuition of these above algorithms, we propose
some simple but practical variants (requiring minima node coor-
dination and interaction) that provide comparable performance for
practical network deployments ranging from low density to high
density of nodes. Through detailed simulations we show that these
practical distributed algorithms are efficient across alarge range of
node deployment densities. In particular we believe that our sim-
ple, constrained breadth-first-search based algorithm, which does
not require nodes to have location information and provides near-
optima performance even in a redlistic network environment is
most suited in wireless sensor networks. For example, the num-
ber of independent cc-topologies (that can be used for timeshar-
ing) found by this algorithm is also within a constant factor of a
loose upper-bound of the maximum number of independent cc-
topologies present (within 70% of this loose upper bound). The
development of this algorithm is motivated by the theoretical anal-
ysis developed in this paper.

1.3 Roadmap

In Section 2, we state and prove a lower bound on the optimal
number of sensors (per unit area) required for connected-coverage;
this lower bound will be used subsequently as a benchmark against
which different solutions are compared. In Section 3, we study
the efficiency of random-wakeup and patterned-wakeup based cc-
topologies for dense sensor networks. Finally, in Section 4, we de-
scribe afew wakeup based cc-topology construction strategies that
can be implemented in a practical setting with moderately dense
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sensor deployment, and evaluate their performance through simu-
lations. We outline the related literature in Section 5 and conclude
in Section 6.

2. A LOWER BOUND ON NODE DENSI-
TIESFOR CONNECTED-COVERAGE

In this section, we derive alower bound on the efficiency of the
optimal cc-topology. More specifically, we obtain alower bound on
the spatial density of nodes (spatial density is the number of nodes
per unit area) required by any topology that provides connected-
coverage to an area of interest. In Section 3.2, we show that this
bound is fairly tight. This bound will be used in subsequent sec-
tions to evaluate the performance of various topology construction
strategies that we study. Intuitions obtained from the derivation of
this bound will also be used in Section 4 in developing a practical
node wakeup policy later in this paper.

For the ease of analysis, we assume that the region that is to be
provided connected-coverage is the entire two-dimensional plane.
Assume that there is a single gateway node placed anywhere in
the plane. We assume a circular coverage pattern, with a cover-
age radius p. We also assume acircular connectivity pattern with a
connectivity radius r (i.e., anode is able to communicate with any
other node if it is within a distance » from itself, otherwise not).
For simplicity of analysis, we assume r» = p. In order to provide
connected-coverage to the entire two-dimensiona plane, weclearly
need an infinite number of sensor nodes. Thus the appropriate opti-
mization metricin thiscaseisthe spatia density, i.e., the number of
nodes required per unit area, rather than the total number of nodes.
In the following theorem, O PT represents the optimal topology
that provides connected-coverage to the entire 2-d plane with the
minimum density of nodes.

Theorem 1. Let do pr represent the density of nodes required
by the optimal topology (OPT') providing connected-coverage to
the entire 2-d plane. Then
0.522

r2

dopr >

PrROOF. Assume asguare region of dimensions D x D inwhich
is provided connected-coverage by a topology of n sensor nodes.



® Sensor Node
r  Coverage/Communication Radius

Figure2: Overlap of area between two connected nodes.

By our definition of connected-coverage, these n nodes must be
connected. Let us traverse the connectivity graph of these n nodes
using a breadth-first or depth-first search technique. The first node
traversed covers an area of . Each subsequent node effectively
covers an area lesser than this since there must be some overlap in
coverage areas with nodes aready traversed. The minimum over-
lap scenario is represented in Figure 2. Here, the area in-between
the curves BAD and BCD represents the minimum overlap. Simple
geometric calculations show that the area of this overlap region is

(& - @)73. Therefore, the new area (area that is uncovered by

previously traversed nodes) covered by the second, third, ... nodes

isat most mr” — (2 — @)r2 =(5+ @)TQ.
Hence,
D < m~2+(n—1)(g+§)r2

A

7’ +1.914(n — 1)r° .

We can rearrange the terms in the above equation to obtain

(r—1.914)r2
n -0

D? 1.914r2
In the limit as D goes to infinity, the above becomes
1

1.914r2
0.522

r2

dopT

O

The above theorem statesthat no topology can guarantee connected-

coverage to the entire 2-d place with a node density lower than
(0.522/r%). For finite regions that are much larger in size com-
pared to the sensor connectivity and coverage radii, thislower bound
will hold to afairly close degree.

3. ALGORITHMS FOR CC-TOPOLOGIES
IN DENSE SENSOR NETWORKS

We now examine efficient algorithms for cc-topology construc-
tion in an idealized, dense sensor network. In this ideaized sce-
nario, we define a deployment to be dense if there is a sensor node
close to any given location in the region of interest. While such
a deployment may not always be practical, it alows us to provide
some performance guarantees in presence of high densities as well
as help us build intuition for more practical algorithms that apply
to networks that do not require such density assumption (presented
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in Section 4). We evaluate the performance of different wakeup
schemes experimentally using the following simulation setup. The
region of interest, assumed to be a square, is approximated by a
dense square grid of size 1000 x 1000. The sensor network is as-
sumed to be very dense, and therefore, we assume that there is a
sensor node at each grid point. There is also a single, randomly-
located gateway node.

Our agorithms in this section constructs a single cc-topology
in such dense networks and analyzes the efficiency of such a cc-
topology with respect to the size of the optimal cc-topology. When
we explore the practical variants of these algorithms (in Section 4)
we will discuss how they can be recursively applied to the remain-
ing set of sensor nodes to obtain our desired objective of creating
multiple, independent cc-topologies.

3.1 Random-Wakeup based CC-Topologies

We first characterize the efficiency of cc-topologies where in-
dividual sensor nodes are woken up in a purely random manner.
In the random-wakeup based topologies that we study in this sec-
tion, once the number of nodes to be woken up is determined,
the nodes are chosen from the area of interest uniformly at ran-
dom. Such a strategy is closely approximated by a distributed
algorithm where each individual sensor nodes wakes itself inde-
pendently with a fixed probability (appropriately chosen). Such a
distributed wakeup procedure requires no information (about loca-
tion, local topology etc.) to be maintained at the sensor nodes, and
can be implemented with zero coordination. For a uniformly de-
ployed dense sensor network, such a distributed wakeup algorithm
also yields performance nearly identical to that of the (more cen-
tralized) patterned strategies considered in this section.

We choose a number of sensors to be woken up (V), and wake
up N sensors uniformly at random from the square grid considered.
Figure 3 shows the evolution of the connected-covered areafraction
as a function of the spatial density of active nodes, A (= N/D?,
where D = 1000), for different values of coverage/connectivity ra-
dius r (coverage and connectivity radii are assumed to be the same
in this case). From the plot it is clear that a large fraction of the
region of interest can be covered by sensor deployments in moder-
ate densities. However to guarantee perfect coverage, the required
density of nodes increases drastically. For example, with r = 10,
we can achieve 90% connected-coverage with a spatial density of
0.0095. However, the density required for complete connected-
coverage is about 0.014. Therefore, for the sake of deployment
efficiency in our practical algorithmsin Section 4 we will limit our
target connected-coverage to about 90% of the entire area.

Figure 4 plots similar results for the case when the connectivity
redius (r) and coverage radius (p) are different.

From the plots, observe that the connected-covered area fraction
shows a sharp transition, i.e., there is a certain threshold where the
connected-covered area“ shoots up” abruptly. For thecaseof r = p
(Figure 3), the value of this transition point is calculated empiri-
caly to be 17# as shown in Figure 5. Interestingly, this threshold
isvery close to the empirically obtained critical density for contin-
uum percolation of disk-graphs [8]. This abrupt transition in the
connected-covered area is due to the fact that once the active node
density reaches this threshold, connectivity of the network shows
a “phase transition” and almost the entire network becomes con-
nected.

From Figure 3, also note that the spatial density of active nodes
required for providing connected-coverage to a significant fraction
of the overall area is significantly larger than the lower bound in
Theorem 1. For example, the transition point of 142 is about

2
2.68 times the bound of 252, It can also be observed that the
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Figure 3: Connected-covered area fraction as a function of the
active node density (asr varies)

connected-covered area fraction at the bound value is nearly zero.
Now consider the Figures 6, 7 and 8, which show the active node

density required for attai ning 80%, 90% and 99% connected-coverage,

respectively, asafunction of the different values of r (= p). Asthe
figures show, the plots are closely approximated by the curves % ,
835 and 232, respectively. Comparing with the lower bound, we
observe that the randomwakeup schemeisableto provide connected-
coverage to almost the entire network with a density of about 3 - 4

times the lower bound on the optimum.

3.2 Patterned-wakeup based CC-Topologies

We now consider several wakeup policies that wakeup nodes to
form awell-defined and regular pattern and use these nodes to con-
struct cc-topologiesin the area of interest. Our analysis reveal s that
there exists some patterns (e.g., STR as discussed later) that is able
to achieve an efficiency within 2.7% of the optimal cc-topology
construction. The formation of these pattern-based cc-topologies
would require each sensor node to know its geographic location. If
such information isavailable, these pattern-based cc-topol ogies can
berealized in afully distributed manner in dense networks, with no
additional coordination.

By our density assumption, there is a sensor node located close
to any chosen location. In other words, it is possible to activate a
sensor at any specific location of our choice. Again, for the ease
of analysis, we consider the case when the region of interest is the
entire 2-d plane, although the results would hold very closely for
large finite-size regions as well. We first consider the case where
r = p; we comment on the case when r and p are different later
in this section. We assume that there is single gateway node whose
connectivity radius is r; in al of the topologies described below,
the gateway can be placed anywhere in the region of interest.

3.20.1 Sguare-grid based CC-Topology.

Imagine laying out a square grid on the area of interest, where
the spacing between adjacent grid lines is . In the square-grid
based cc-topology, the sensor nodes located at the grid-points of
this square grid are woken up, as shown in Figure 9. Note that
each node isin the transmission range of four other nodes, and all
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Figure 4: Connected-covered area fraction (as a function of

the active node density) as % varies (r is kept fixed at 1, and
pvaries)

nodes are connected to one another (possibly through multi-hop
paths). Also note that the entire pattern can be viewed as a collec-
tion of squares, and each of these squares are covered (recall that
p = r). Therefore, this pattern of active sensor nodes guarantees
connected-coverage to the entire 2-d plane.

Notethat for a D x D squareregion (D > r), there are roughly
(D/r) grid linesin both horizontal and vertical directions. There-
fore, there are roughly (D?/r?) nodes in this region, which leads
to the following observation:

Observation 1. The spatial density of nodes in the square-grid
based topology, dsor, is given by:

d .
SQR 3

A comparison with Theorem 1 shows that the density of this cc-
topology is about 2 times the lower bound on the spatial node den-
sity required for connected-coverage.

3.2.0.2 Hexagonal-grid based CC-Topology.

The hexagonal-grid based cc-topology is constructed as follows.
First, let us tile the entire 2-d plane with hexagons of side r in the
manner shown in Figure 10. Then, wake up nodes at the alternate
vertices of the hexagons, and one at center of each hexagon. Note
that each nodeisin the transmission range of three other nodes, and
all nodes are connected to one another (possibly through multi-hop
paths). Also note that each of the hexagons is completely covered.
Therefore, this pattern guarantees connected-coverage to the entire
2-d plane. Note here that if we only placed the nodes at the centers
of the hexagons (and not at the vertices), the entire plane would
still have been covered. Thisis, in fact, the optimal topology for
ensuring coverage [4], if we do not take connectivity into account.
However, in such a topology, all the nodes are isolated, and there-
fore it does not guarantee connected-coverage.
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Observation 2. The spatial density of nodes in the hexagonal-
grid based topology, ds¢r, is given by:

0.769
r2

daex

The above result can be easily derived in thefollowing way. Con-
sider D x D sgquare region (D >> r). Note that the cc-topology can
be viewed as a collection of horizontal lines of active nodes, such
that the spacing between adjacent horizontal lines varies alternately
asr and (r/2). Therefore, there are roughly 2D/(r + L) = 22
horizontal linesin the D x D region. Also, since the spacing be-
tween adjacent active nodes in each horizontal line is \/3r, there
are roughly D — active nodes in each horizontal line. Therefore,

there are apprOX|mater 3—\/5 %
region.

A comparison with Observation 1 and Theorem 1 shows that this
topology guarantees connected-coverage with alower density than
the sguare-grid based topology, and the node density of this cc-
topology isroughly 1.5 times the lower bound.

Comparing the efficiencies of the two grid-based cc-topologies
just considered with the randomly constructed topology discussed
in Section 3.1, we observe that the grid-based topologies are con-
siderably more efficient than the latter. This demonstrates that for
dense networks, the efficiency of cc-topologies can be improved
significantly if location information isavailable to the sensor nodes.

=] 0.76975 active nodes in the

3.20.3 Srip based CC-Topology.

Next we describe atopology that guarantees connected-coverage
with near-minimum spatial density of nodes. First, consider astring
of active sensor nodes arranged in aline, such that the spacing be-
tween adjacent active nodes is r. Therefore, these nodes form a
single connected component. Panel (a) in Figure 11, shows such
a string of nodes, along with their connectivity/coverage radii; we
call thisstring of active nodes astrip. Next imagine arranging these
strips horizontally in the following manner. For every even integer
k, place a strip oriented horizontally such that one of the nodes in

the strip is positioned at (0, k(? + 1)r). Also, for every odd inte-
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Figure 6: Active node density for 80% connected-covered area
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ger k, place astrip horizontally such that the point (%, k(@ +1)r)
is a center of anode in the strip. Thisis shown in Panel (b), Fig-
ure 11. Next place some nodes verticaly in the following way.
For every odd integer k, place two nodes, at (0, k(‘/§ + )r £

ir) These nodes, along with their connectivity/covergae radii,

are shown by the shaded disks in Figure 11. Let us denote the en-
tire disk pattern of nodes (as shown in Figure 11) as ST R.

It can be verified that the collection of the horizontal strips cover
al points in the plane. Note that in the absence of the vertical
string of nodes, the nodes belonging to one strip is not connected
to the nodes of another strip. The purpose of the vertical string of
nodes is to connect the horizontal strips, and thus ensure connec-
tivity between al nodes. Therefore the topology ST R provides
connected-coverage to the entire 2-d plane.

Observation 3. The density of nodes in the strip-based topol-
ogy, dstr, iSgiven by:

dsTr

The above result can be derived in the following way. From the
description above, it follows that the spacing between adjacent hor-
izontal stripsis (*/g + 1)r. Therefore inaD x D sguare region
(D > r), there will be roughly f strlps The spacing be-

tween adjacent nodes in each strlp be| ng r, there are about (D/r)
nodes in each strip. Therefore, the total number of active nodes

due to the horizontal stripsis f Tf ~ 0.536 7% D2 . Note that the

contribution due to the vertical Iy strl ng of active nodes will be pro-
portional to D (and not D?), and istherefore negligiblein the limit
asD — .

Combining Theorem 1, the Observations 1, 2 and 3, and he fact
that dsTr > dopr, we obtain the following results:



Lambda for 90% connected-coverage
0018 T

T T
Simulated Results —+—
Fitted Curve ------

0016 £
0014 |
oot b

0.01 |-

lambda

0.008

0.006 |-

0.004 |-

0.002 -

10 12 14 16 18 20 22 24 26 28
radius

Figure 7: Active node density for 90% connected-covered area
fraction (asr varies). Thefitted curveis 22.

Corollary 1. The following inequalities hold:

(1) 1 < dsrr/dopr < 1.027.
(7i) 1.434 < dmgpx/dopr < 1.473.
(ZZZ) 1.865 < dsQR/dopT < 1.916.

The above result shows that the cc-topology ST R iswithin 2.7%
of the optimal solution, whereasthe H EX and SQ R cc-topologies
have at least 43.4% and 86.5% redundancy, respectively. Also note
that since the solution ST R is so close to the lower bound on the
optimal, it shows that the bound stated in Theorem 1 isfairly tight.

3.3 Thecaseof unequal coverage and connec-
tivity radii

In general, the connectivity radius (r) and the coverage radius p
can be different from one another. It is possible to extend the pat-
tern based topol ogi es discussed above so that they provide connected-
coverage when r and p are unequal. For the case r < p, anatural
extension of STRYyields performance bounds at |east as good as that
for the case of » = p. When r is significantly larger than p, then a
slight modification of the HEX topology works well. To visualize
this modified HEX cc-topology, imagine tiling the entire 2-d plane
with hexagons of side p, and then waking up a node at the center of
each hexagon. In fact, this ‘honeycomb’ structure can be shown to
be the optimal cc-topology if 7 > /3p.

4. WAKEUP BASED INDEPENDENT
CC-TOPOLOGY CONSTRUCTION

In the random and patterned wakeup based topologies we have
studied and analyzed so far, the sensor network was assumed to be
so dense that there is at least one node close to any chosen loca-
tion. This implies that we can wake up nodes at any location of
our choice. However, this assumptions may not be true in practice.
In this section, therefore, we define algorithms that can be used to
construct efficient cc-topologies in more realistic settings, includ-
ing moderately dense sensor networks. The results of the previous
sections are however useful in this context; three of the algorithms
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Figure 9: SQR: Square-grid based topology. (The bold dots
denote the active sensor nodes. The bold straight lines are the
edges of the connectivity graph. The circles denote the cover-
age/connectivity radii.)

that we discuss here can be considered as practical adaptations of
the wakeup based cc-topology construction strategies considered
before, while one of them is motivated by some key insightsin the
analysis presented earlier. These wakeup algorithms can be imple-
mented in afully distributed manner, with zero or low coordination
between the sensor nodes. Table 1 shows the level of coordination
and distance/direction information requirements for each wakeup
algorithm described here.

In this section we present four different algorithms to construct
an efficient cc-topology. In order to compute multiple, independent
cc-topologies for redundancy and fault-tolerance we iteratively run
each of these algorithms on the remaining set of nodes, after elim-
inating the nodes that have been placed in previously computed
cc-topologies. Our experimental results show that the number of
such independent cc-topologies computed by the best of these al-
gorithms approach to within 70% of a loose upper bound of the
optima number of topologies achievable.

4.1 Approx-Random

The approx-random (a-RAND) algorithm is adistributed approx-
imation of the random topology construction algorithm described



Figure 10: HEX: Hexagonal-grid based topology. (The bold
dots denote the sensor nodes. The bold straight lines are the
edges of the connectivity graph. The circles denote the cover-
age/connectivity radii.)

(b)

Figure 11: (a) A strip, (b) STR: A connected strip-based topol-
ogy. (The bold dots denote the active sensor nodes. The bold
straight lines are the edges of the connectivity graph. The cir-
cles denote the cover age/connectivity radii.)

in Section 3.1. Let us assume that the spatial density of the de-
ployed sensorsis d. Thus, if NV sensors are deployed in a region
of dimension D x D, thend = (N/D?). Also assume that the
targeted spatial density of active nodes in A. Based on our obser-
vations in Section 3.1, we choose A between 12 and L3, Then, in
the aRAND algorithm, in any iteration, each node in the network
should wake up independently with probability (p = Ad). Such a
choice of p isadequate to give good performance in dense networks
as shown in Section 3. However in less dense networks, through
simulations we have found that its prudent to use more conserva-
tive (higher) values of p. Thisis because the required probability
of active nodes to construct cc-topologies is based on an uniform
distribution of hodes within the region of interest, which intuitively
holds in very dense networks. However, the lower the density of
sensor deployment, the less uniform the consequent node distribu-
tion is. Hence we choose a conservative (higher) wakeup probabil-
ity, p’. In genera the choice of this conservative estimate should
depend on the actual spatial density of deployed nodes. By choos-
ing this higher value for p’ we increase the number of nodes in
each cc-topology which can negatively impact the performance of
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Level of Distance Sense of
Algorithm | coordination | information | direction
required ? | required ?
aRAND Zero No No
a-HEX Low Yes Yes
aSTR Low Yes Yes
c-BFS Low Yes No

Table 1: Comparative requirementsand complexity of the four
algorithms.

our proposed scheme. Through simulations (presented later in this
section) over different low deployment densities that we considered
we found that a choice of p’ which was 1.5 timesthe value of p was
adequate for good performance.

Based on the value of p’ the number of nodes thus woken up con-
tribute to one connected-covered set. This process can be repeated
to form multiple connected-covered sets, between which the sens-
ing activity can be time-shared. Note that the node wakeup proce-
dure of the aRAND algorithm do not require the individual sen-
sor nodes to know their absolute or relative location or any other
information regarding the network topology, and can therefore be
implemented with no coordination. Thisavery attractive feature of
the algorithm, from the viewpoint of practical implementation.

4.2 Approx-STR and Approx-HEX

Theapprox-STR (a-STR) and the approx-HEX (a-HEX) are prac-
tical approximations to the STR and HEX topology solutions de-
scribed in Section 3.2. Recall that we constructed the STR and
HEX topologies under the assumption that the network is so dense
that there is a node close to any chosen location, and so we could
activate a sensor node at any location of our choice. However, in
a realistic setting, this is not exactly true, particularly if the sen-
sor network is only moderately dense. In the a&STR and aHEX
solutions, we try to approximate the STR and HEX topologies as
closely as possible. Here we try to wakeup nodes according to
the STR and HEX topologies, but if a node is not available as the
precise chosen location, we pick a node that is closest to that lo-
cation, provided that the node is within a conservative estimate of
the communication radius. This conservative estimate, ' is set to
ber(1 — €). We make such achoice of 7' for two reasons: (1) Re-
alizing that in practical wireless environments, wireless signals are
not isotropic and instead attenuate unequally in different directions.
Hence such a conservative estimate helps us deal with irregulari-
ties of the communication range. (2) In less dense networks, if the
aHEX and a-STR algorithms decide to optimize choice of nodes
such that they are exactly r apart, then a slight shift in the actua
location of nodes will cause disconnection. Note that by choos-
ing higher values of e the performance, each scheme needs to find
more nodes to construct each cc-topology, thereby reducing the to-
tal number of cc-topologies. In our simulations (discussed later in
this section) we observed that choosing ¢ = 0.2 is an adequate
value to construct multiple good cc-topologies. Similarly, in the
a-STR scheme, instead of choosing a single vertical strip to guar-
antee connectedness of each topology, we use multiple such strips
(< 10) to provide redundancy in face of small random shifts be-
tween expected and actual locations of the sensors. Such a choice
is redundant in dense networks but is useful in the less dense sce-
narios.

Notethat the wakeup policiesin this case require a sensor nodeto
know its location. Specifically, since nodes are woken up based on
their proximity to a precalculated location, information about dis-



tance between neighboring nodes, as well as a globally consistent
sense of direction, are needed. The location information can be ob-
tained if the nodes have access to GPS, or the relative location can
be computed using some distributed localization algorithm. Also
note that this algorithm can easily be implemented in a distributed
manner since the node closest to a chosen location can be found
distributedly by having the nodes exchange some information with
its local neighborhood. However, these algorithms clearly require
more information and more coordination than the aaRAND algo-
rithm.

4.3 Constrained-BFS

The constrained-BFS (c-BFS) algorithm isadeterministic breadth-
first-search (BFS) based algorithm which isdeveloped using thein-
tuition obtained from the analysis of the lower bound, asoutlined in
Section 2. In c-BFS, we traverse the connectivity graph of the sen-
sor network using BFS (we could use a depth-first-search (DFS)
traversal technique as well). When we visit a node as part of the
BFS procedure, we wake up that node if the new area covered by
that node (i.e., the area covered by that node that is not aready
covered by nodes that have already woken up) is no less than «
1.914 r2; otherwise, the node is put to sleep again. « is avalue be-
tween 0 and 1 and defines the “aggressiveness’ of the algorithm in
adding nodes and a value of 0.5-0.6 is adequate for most purposes
(as observed through simulations). Note that the use of the term
1.914 r? is motivated by the fact that in the derivation of the lower
bound in Section 2, the new area covered by each additional sensor
is bounded by 1.914 2. If the node is woken up, then its neighbors
(that haven’t already woken up) are added to the BFS queue (so that
they are visited later by the BFS algorithm); otherwise, the neigh-
boring nodes are not added to the BFS queue. Since BFS can be
executed in a distributed manner using only local information ex-
change amongst nodes, the ¢c-BFS agorithm can be implemented
in a distributed manner as well. By imposing this minimum re-
striction on the “new” area that a potential member of the current
topology must cover, we ensure that the nodes in the topology are
well spaced, while being connected. To implement ¢-BFS, a node
only needs to know its distance from its neighboring nodes. Note
that no globally consistent sense of direction isneeded, since anode
is selected to be awake based only on the new areait covers.

4.4 Simulation Results

In all of the simulations, sensor nodes are deployed uniformly at
random in an area of size 1000 x 1000. Asdiscussed in Section 3,
targeting perfect connected coverage of the entire region of interest
leads to significant increase in required densities of sensor deploy-
ment. Hence as explained in that section, for reasons of efficiency
in sensor deployment we target a connected-coverage fraction of
upto 90% of the area of interest by each cc-topology constructed
by the algorithms, i.e., we require that at least 90% of the region of
interest is connected and covered by each cc-topology generated.
We show through simulations that our proposed agorithms are ef-
ficient under such connected-coverage requirements.

Asexplained before, each of thealgorithms arerun iteratively, in
each iteration a single cc-topology is found and the corresponding
nodes are removed before running the next iteration. The algorithm
terminates when all nodes have been exhausted. The simulation
terminates when there are no more nodes left which can be taken
into consideration to form a cc-topol ogy.

The comparative performance of the four algorithmsin terms of
the number of cc-sets found is given in Table 2. The column “up-
per bound” is aloose upper bound on the number of cc-topologies
(or cc-sets) that can be computed by any solution, derived from
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Figure 12: Example: Connected-covered set formed by c-BFS.
The small triangles represent the deployed sensors, while the shaded
circlesrepresent the sensorsincluded in the cc-topology in a single run
of ¢-BFS. Thistopology provides greater than 90% of the region of in-
terest and, the bold lines represent the edges of the connectivity graph.

our results in Section 2, and is equal to 191N+ \vhere N is the

number of nodes deployed, r(= 100) is the coverage/connectivity
radius, and D (= 1000) isthe dimension of the deployment region.
The column “# of cc sets found” lists the number of cc-topologies
found by running our algorithm iteratively. The column “perf. ra-
tio” showsthe performance of our algorithm (in termsof computing
cc-topologies) with respect to the upper bound. Thus perf. ratio =
(# of cc setsfound / upper bound).

The tables show that the pattern-based schemes (&sRAND, &
STR and a-HEX) attain about 30% performance with respect to
the upper bound. (Note here that for most general networks, the
upper bound is not very tight, and so the performance of these al-
gorithms with respect to the optimal will typically be much better).
Amongst these a-STR performs the best. We also observe that c-
BFS performs much better than the other algorithms, and attains
a performance of about 70% with respect to the upper bound. Fig-
ure 12 shows the cc-topology formed from a sample run of the c-
BFS agorithm.

Table 3 shows the sensitivity of the performance of our ago-
rithmswith respect to the different parameters associated with them.
Note that the parameters p', €, o are associated with the aRAND,
a-STR and ¢c-BFS algorithms respectively. In the simulation results
shown in 2, the values of the parameters were chosen so asto yield
the best performance. These values are shown in bold in the table.
The table shows how the performance degrades as the the parame-
ters are perturbed from their optimal values. We choose n = 2000
as an example; simulation resultsfor other values of n showed sim-
ilar trends.

5. RELATED WORK

The use of dternating sleep and wakeup cycles to improve life-
time of wireless networks have been explored in anumber of recent
literatureincluding GAF[12], SPAN [10], STEM [14], AFECA [13],
LEACH [11]. However the goal of these recent research activities



Table 2: Performance Comparison of Heuristics

aRAND aHEX aSTR c-BFS
#nodes | upper | #ccsets | perf. | #ccsets | perf. | #ccsets | perf. | #ccsets | perf.
bound | found ratio found | ratio | found | ratio| found | ratio
200 4 1 0.25 1 0.25 1 0.25 1 0.25
500 10 2 0.20 2 0.20 2 0.20 3 0.30
1000 19 4 0.21 5 0.26 5 0.26 8 0.42
2000 39 10 0.25 10 0.25 11 0.28 22 0.56
4000 76 25 0.328 21 0.27 23 0.30 48 0.63
6000 115 35 0.30 32 0.27 36 0.31 76 0.66
8000 153 48 0.31 42 0.27 49 0.32 106 0.69
10000 192 61 0.31 53 0.27 64 0.33 134 0.70

Table 3: Sensitivity Analysis

P’ € o

n = 2000 n = 2000 n = 2000
Value | Perf. | Value | Perf. | Vaue | Perf.
Ratio Ratio Ratio
0.075 | 0.20 0.1 0.13 0.4 0.44
0.1 023 | 015 | 0.23 0.5 0.51
0.125 | 0.25 0.2 0.28 | 0.60 | 0.56
015 | 020 | 025 | 0.25 0.7 0.46
0.175 | 0.15 0.3 0.23 0.8 0.41

has been to construct-connected topol ogies only, while we consider
the problem of connected-coverage in this paper. Research on cov-
erage and connectivity hasalong history [4, 6, 3], although most of
the existing literature address coverage and connectivity issues sep-
arately. However, there have been recent attempts to integrate these
issues, and study its applicationsin the context of sensor networks.
The work most closely related to ours is by Guptaet.al. [9], where
they consider the problem of constructing a single cc-topology in
multi-hop wireless networks. The work presented in this paper dif-
fersfrom theirsin approach, objectives, and results, as described in
Section 1. Booth et.al. [1] investigate the coverage and percolation
properties of disks placed to cover agiven set of points (as opposed
to a given region). The authors in Shakkottai et.al. [2] assume that
the nodes are already placed along a square grid, and are interested
infinding the critical transmission/sensing radius (in the asymptotic
regime) that ensures connectivity and/or coverage. Although our
paper looks at connectivity and coverage in an integrated manner,
our problem definition and research objectives are very different
from those in [1, 2]. Instead of studying the asymptotic properties
of connectivity and coverage, we are interested in finding multiple
cc-topologies efficiently from a densely deployed sensor network.
Although the authors in [2] address both connectivity and cover-
age, the system model, problem definition and research objectives
of that work isvery different from our proposed work. More specif-
ically, the authors in [2] assume that the nodes are already placed
along a square grid, and are interested in finding the critical trans-
mission/sensing radius that ensures connectivity and/or coverage.
Moreover, note that the results in these works are asymptotic in na-
ture, and may not be applicable to the optimal deployment question
where we are interested in the non-asymptotic regime. The authors
in [15] present protocols to achieve guaranteed degrees of coverage
and connectivity, and a geometric analysis of the relationship be-
tween coverage and connectivity. While we also use geometric ar-
guments in this paper, our objectives are different. Our goal in this
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paper isto find as many independent cc-topologies of sensor nodes
as possible. The detailed implementation of these algorithmsin the
form of protocols is not addressed here. In [18], the authors aso
consider the problem of minimizing the number of active nodes,
which providing a desired coverage. However, our work differs
from [18] in two main aspects. We focus on deriving the optimal
density of nodes needed to provide connected-coverage, and the
intuition gained from the analysisis used in developing algorithms
that come close to the optimal operation. Further, our work also
focuses on finding and maximizing the actual number of indepen-
dent cc-topologies in the network. In [16], the authors consider
the problems of power assignment and network lifetime in sensor
networks. In their formulation, the objective is to maximize the
lifetime subject to the battery power constraints for each node. The
nodes may have different battery levels and belong to multiple di-
rected spanning graphs. In this paper, all nodes are assumed to have
the same battery levels, and sets of nodes which provide coverage
to the region under consideration (all the nodes in one set form a
connected graph) do not have nodes in common. Our focusisonto
develop simple but efeective heuristics which can be deployed eas-
ily in actual sensor networks. Moreover, [16] uses a transmission
range approach, i.e. changing transmission power while still main-
taining connectivity and coverage, while this paper uses a sleep
scheduling approach, i.e. nodes not involved currently in sensing
sleep in order to conserve power. In [17] the authors propose an
explicit sleep/wake-up schedule to maximize lifetime of the net-
work. Unlike anumber of other protocols, this paper providesrigid
theoretical performance guarantees.

6. CONCLUDING REMARKS

We present simple low-coordination wakeup-based cc-topology
construction schemes that perform well in a wide range of sensor
deployment scenarios (different densities). We use geometric ar-
guments to provide necessary performance bounds in each case.
While these geometric arguments assume regular communication
structures (e.g., a circular range) we believe that these results are
applicable even in many practical network scenarios. For exam-
ple, by making conservative estimates of communication ranges
we can tide over some of the irregularities of different communi-
cation ranges of a sensor node in different directions while taking
some performance penalty. We propose such an approach in our cc-
topology computation algorithms. Additionally, we are aso contin-
uing to study effect of various irregular communication ranges to
our proposed algorithms and how the | atter can be better adapted to
such scenarios.
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