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Abstract 

It is shown that an algebraic implementation 
of "LET" statements may be useful in producing 
comprehensible outputs. The suggested algorithm 
is based on solving large set of linear equations 
over a field. 

Substitution rules of the type "LET P=Q" 

have wide use in all algebraic systems. The use of 

it may vary from simple text editing to more com- 

plicated algebraic substitutions used, for example, 

in Fourier analysis. Here we shall address our- _ 

selves to another possible use, namely, in produ- 

cing short comprehensible algebraic outputs. 

Consider for example the following expres- 

sion: E = (x+y)100-x I00, which consists in an 

expanded form of i00 terms. Introducing "LET x+y = 

z" we would like to obtain as output: E = 

i00 i00 
z -x , z = x+y. Clearly any pattern matching 

techniques will miss that aim, moreover they allow 

only primitive structures to appear on the left 

hand side of a "LET" statement. An interesting 

generalization of substitution rules (overcoming 

the above restriction) was suggested by H. Kanoui 

and M. Bergman [i]; however their algorithm is 

still unable to produce the above simple output. 

In this paper we limit outse~ves to polyno- 

mial expressions. A polynomial in t variables 

il i t 
of terms; ZCjl...it xl "''xt ' Cil"''it e F . Let 

T(P) be the number of nonzero terms in a polynomial 

P. As indicated by the above example, given a 

polynomial P, we are interested in producing a 

polynomial Q, equivalent to P under imposed "LET" 

statements, for which T(Q) is minimal. 

LET statements and ideals 

In this section we shall discuss a pure alge- 

braic implementation of "LET" statements. Given a 

set of LET statements: LET Pz = Qi' P2 = Q2"'" 

PZ = Q£ ; we introduce the ideal I spanned by the 

set {Pi-Qi, P2-Q2... P£-Q~}. Two polynomials A,B 

are said to be equivalent if A-B belongs to I. In 

such a manner we have introduced equivalence 

classes. It has already been shown that there 

exists a canonical representative for each equiva- 

lence class [2], [3], [4]. Let {PI ..... P%} be a 

given basis (GrSbner basis for example [2]) for 

an ideal I. 

Let P be a polynomial, and I be the equiva- 
P 

lence class of P. Hence if Z g I ~ Z = P + 

i=~i P = BiP i , where B i are polynomials, our aim is to 

find Z e Ip such that: ~ e Ip, T(Z) < T([). 

(We do not require Z to be canonical.) 

Xl...x t over a field F may be expressed as a sum 
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Description of the algorithm 

For simplicity let us first discuss the 

case of a principal ideal I spanned by {P1 } and 

polynomials in one variable x. 

Let Degree (P1) = n-l, Degree (P) = N-l, 

T(P) = k. First one needs to obtain a bound on 

the degree D of the "minimal" polynomial Z. In 

this case one can easily show: D<N+(k-l).n . Con- 

sider now the relation Z = P+B.P I. Let l,x... 

x D-I be a base of a D dimensional vector space. 

Viewing Z and P as D dimensional vectors the 

above relation translates into Z = P+P1.B where 
i - 

is a (D-n) dimensional vector and P1 is a 

Dx(D-n) matrix. In this equation P and P1 are 
m 

known. We have essentially a parametric represen- 

tation of a hyperspace and we need to find in it 

a vector having a minimal number of components 

(in a fixed basis). First, all the D-n columns 

in ~ are linearly independent. Moreover without 

losing any generality we may assume Pi(0) # 0, 

in which case any D-n rows of P1 are linearly 

independent as well. Hence there exists a 

unique vector B (obtained by solving D-n linear 

equations over F) for which given D-n components 

of Z are zero. It is obvious that the "minimal" 

vector Z has to have at least D-n zero components, 

henceby searehlngemong posslblesolutions 

we must encounter the minimal one! The complexity 

of the algorithm is of the order (D)(D-n)n 2 

---(Dn~nDn2 . The---(~) factor comes from the search. 

However, in practice, once more than (D-n) zeros 

in the vector Z have been founds many linear 

equations will not be repeated. Moreover, one puts 

a more restricted bound on the degree D, (D = N) 

whereas n will in general be a small number. Still 

the complexity of the algorithm is such that at 

this stage it should not be applied for N ~ 20 . 

The generalization to many variables is straight- 

forward (consider the space spanned by 

i I i 2 i t 
{x I x 2 ...x t }il...i t ). For non-prlncipal ideals 

one obtains equations of the form Z = P + 

k 

P~ B_~ . One has to choose a basis for all the 

columns appearing in the matrices PI,...,Pk and 

repeat the above construction. In conclusion we 

have demonstrated the ability of an algebraic 

approach to "Let" statements to solve an "output" 

problem. At this stage however it is rather 

limited to polynomial domains in a few variables 

and of not large degree. 

Example 

We consider here two examples in the domain 

of polynomials in two variables x,z . A typical 

ZCijxiz3 polynomial may be written as P = . In a 

vector notation such a polynomial transforms to the 

vector (Coo, Cio , Coi , ,.,), where the xiz j term 

corresponds to the (i+J+l) (i+j)/2 + J + 1 column. 

The two expressions we consider are: 

Exl = x 4 + 4x 3 + 6x 2 + 4x - 4 

Ex2 = 4x 3 + 6x 2 + 4x + 1 

We shall seek an output of smallest complexity in 

the form ~CijxizJ with i+J < 5, having the 

side relation "LET x+l = z" . In the previous 

notations, the polynomials Z, P become 21 

dimensional vectors, the polynomial P1 becomes 

21x15 matrix and the polynomial B becomes a 15 

dimensional vector. 

In the linear equation Z = P + ~1"~ ' we 

may find solutions having at least 15 zero 

entries in Z if the corresponding rows in 

are linearly independent. Having done it,we find 

the following alternative forms for Exl and Ex2 
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respectively. 

Exl: z s - xz ~ - 5, xz ~ + z S - 5, z ~ - 5 

Ex2: z s - xz 4 - x ~, x + 3x2z + z S, z 4 - x ~ 

Hence the desired output reads: 

Exl = z 4 - I 

Ex2 = z ~ - x 4 

z = x + i. 

An open problem 

Let the complexity of an output be the sum 

of the complexities of the outputed expression 

and of the side relations. 

Given a polynomial expression, introduce 

side relations (keeping the indeterminates in the 

polynomial algebraically independent) which will 

produce an output of minimal complexity! 
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