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A b s t r a c t  : 

This note summarizes some of the currently available insights in automatic 

indexing. The emphasis is on aspects that are expected to be useful in a practical 

automatic indexing applications. The discussion is necessarily cursory, but the 

ceferences will lead interested readers to a deeper treatment of the indexing prob- 

lem. 

I .  T h e  I n d e x i n g  K n v i r o n n e n t  

In information retrieval, the stored documents and records are normally identi- 

fied by sets of terms or keywords that are collectively used to represent the docu- 

ment content. The task of assigniag the terms to the individual documents is known 

as iR~illK. The indexing task is obviously crucial for retrieval because failures 

in the indexing policy immediately lead to retrieval failures. Indeed if the index- 

ing is insufficiently exhaustive--that is, if the chosen index terms do not properly 

reflect all the subject areas covered by a given document--it may not be possible tc 

retrieve a document when it is needed. On the other hand, when the assigned terms 

are too broad and insufficiently specific, it may not be possible to reject a docu- 

ment that is clearly extraneous. Retrieval performance is often measured by the 

ability of the system to retrieve the items wanted by the users (the ~ factor) 

and at the same time to reject the extraneous items that are not wanted (the 

factor). A highly exhaustive indexing which uses reasonably specific terms for 

document content representation is believed to lead to high recall as well as high 

precision. 

At the present time two principal indexing strategies are used in operational 

retrieval environments: 
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In most situations, the indexing is performed manually by trained 

indexers~ or subject experts~ who assign to each document terms that may 

be freely chosen or may be taken from a controlled list of acceptable 

terms. Typically between 5 and 15 distinct terms are then assigned to 

each item for content representation. 

In some system, an automatic so-called ~ ~ ~ system is used 

where all the words (except for a few common function words) included in a 

document, or document excerpt, are collectively assigned as index terms. 

The quality of the manual indexing is dependent on the experience and back- 

ground of the individual indexers. The full text indexing system is not subject to 

the same variability; however the assumption that each text word is equally impor- 

tant for content representation is subject to question. 

In the current practice, the indexing task is assumed to be document-specific. 

That is, each document is treated as a self-contained entity, and the terms assigned 

to that document do not depend on terms assigned to any other document in the col- 

lection. In fact, the usefulness of the index terms varies greatly depending on the 

collection environment. The term ~computer ~ might not be acceptable as a content 

indicator for a computer science collection because that term Would have to be 

assigned to all items in the collection; on. the other hand, the term ~computer N 

might be essential for documents on medical computer applications included in a col- 

lection of medical documents. 

During the past twenty years, refined automatic indexing techniques have been 

developed that use more discrimination than the previously mentioned full text 

indexing systems and produce high-quality indexing assignments. The available evi- 

dence shows that these automatic indexing systems will outperform both of the 

currently used methods based on human indexing and on full text indexing. The main 

features of these automatic systems are outlined in the remainder of this note. 

2 .  Terms X m p o r t a n c e  and  Term F z e q u e a c y  

The early attempts at automatic indexing were based on the automatic manipula- 

tion of machine-readable texts, or text excerpts. Typically, the occurrence fre- 

quencies of the individual text words were obtained for the documents of a collec- 

tion, and these frequency counts were then converted into indications of term use- 

fulness. At first, the role of the frequency parameters was not well understood. 
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Two basic rules were however accepted as important from the beginning: [1.2] 

A relationship exists between the occurrence frequency of a term iR 

~Oya~t~R~, or document excerpt, and the importance of that term for the 

content representation of that document. 

A relation exists between the occurrence frequency of a term iR~c. 

~P~JLiRXt of documents and its importance for content representation, 

Considering first Rule I, it is generally the case that when a word occurs many 

times in a document text, that word represents an important concept in that docu- 

ment. On the other hand, when a word occurs many times in ~ the documents of a 

collection its assignment as a content indicator will not distinguish the documents 

from each other. Hence if the ~OS.tt~R~~ of a term is defined as the total 

occurrence frequency in a given document, while the ~ Y~eat~ is the 

number of documents in a collection in which the term occurs, the best terms for 

purposes of content identification will have a high document frequency in individual 

documents but a low overall collection frequency. 

Given a sample collection of documents, or document excerpts in a given subject 

area, it is now possible to introduce a frequency-based weighting function IDFij, 

reflecting the presumed importance of term Tj for the content representation of 

document D i. This function, known as the ~ ~ ~ function is 

defined as 

IDF.. = IJ 

Document Frequency of Tj in D i 

Collection Frequency of Tj 

The IDF function is easy to compute for the terms of a document collection and pro- 

vides the basis for a high-quality automatic indexing strategy using as index terms 

words extracted from document excerpts or abstracts. The basic five-step process is 

outlined in Table I. 
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5o 

Identify the individual words occurring in the documents of a collection. 

Use a ~/Lt~li~Jl of common function words (and, of, or, but, the, etc.) 
to delete from the texts the high frequency function words that are 
insufficiently specific for purposes of content representation. 

Use an automatic ~lf/Li~/ULL~PiRK routine to reduce each remaining word 
to ~ ~  form; this reduces to a common form all words exhibiting 
the same stem (for example, analysis, analyzer, analyzing, etc., are all 
reduced to stem ANALY). 

For each remaining word stem compute the IDF weighting function. 

Represent each document D. by the set of word stems together with the 
• I • 

corresponding IDF wezghts; that Is, 

D i = (Ti,IDFil;T2,1DFi2;..o;Tt,IDFit). 

Simple Automatic Indexing Strategy Based on Term Extraction 

Table 1 

No explanation has been offered so far for the second and third steps in Table 

l. The stop list eliminates from consideration the terms of highest frequency; the 

word stem process, on the other hand, increases the assignment frequency of the 

terms to the documents by replacing certain lower-frequency specific terms by the 

corresponding higher-frequency more general word stems. Thus the two procedures of 

steps two and three of Table 1 produce an apparently contradictory effect. This 

phenomenon is examined in more detail in the next section. 

3 .  T e n t  S p e c i f i c i t y  and T e n t  D i s c r i m i n a t i o n  

It is often believed that an indexing process such as the one in Table 1 cannot 

be adequate because no recognizable linguistic procedures are included. At the very 

least synonyms might be recognized by using a thesaurus, and word phrases rather 

than single words could be used for purposes of content representation. 
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When thesauruses and term phrases are used for indexing purposes, certain rela- 

tionships are recognized between the terms used for content representation. To 

understand the function of these constructs it is useful to return to the notion of 

/~P2~ ~f/~i~//~. Consider first the indexing characteristics of very specific and 

very broad terms: 

a) Very specific terms may be expected to be assigned to very few documents. 

Such terms are effective in rejecting marginal documents but some relevant 

documents may not be retrievable when the terms are too precise; hence 

specific terms favor precision at the expense of recall° 

b) Very broad terms may be assigned to very many documents. They are effec- 

tive in retrieving the relevant documents, but a broad term will also 

reach nonrelevant items that are extraneous. Hence broad terms favor 

recall at the expense of precision. 

Since in retrieval, the recall as well as the precision are important--one 

wants to retrieve a reasonable proportion of relevant items without at the same time 

capturing too many nonrelevant ones--it is apparent that the terms used for indexing 

should exhibit an appropriate level of specificity. In particular, the terms should 

not be too broad, nor too narrow. The question of term specificity can be 

approached by studying what happens when a particular term is assigned as an index 

term to the documents of a collection. 

The basic purpose of the indexing task generally, and of an individual term 

assignment in particular, is the generation of ~ ~ among the docu- 

ments in such a way that related items will be identified by similar term sets, 

while unrelated documents will receive distinct identifiers. Assuming that document 

similarity is represented graphically as an (inverse) function of document 

distance--the more slmilar the documents, the closer they appear in the graph--the 

assignment of terms to documents produces the following effect: 

a) When very broad terms are assigned as content identifiers, the distances 

between documents become very small because the broad terms will be 

assigned to many documents in a collection thus rendering the documents 

similar to each other. The document ttspaee" is then very dense as shown 

in the graph of Fig. l(a). 



27 

x a document 

Fig. l(a) Compressed Document Space Produced 

by Assignment of Broad Terms 

b) When very specific terms are assigned as content identifiers, the relative 

distances between the documents of a collectionremain unchanged, because 

specific terms are rarely assigned and almost all documents are unaf- 

fected. An originally unclustered document space therefore remains 

unclustered as shown in Fig. l(b). 

Fig. l(b) Unclustered Document Space Produced 

by Assignment of Very Specific Terms 

c) Medium frequency terms that are assigned neither too often nor too rarely 

produce a clustering effect in that they distinguish the documents to 

which they are assigned from the remainder. Assuming that the term 

assignment is correct, documents which are to be jointly retrieved will 

appear close to each other in the document space, and removed from the 

other documents which are to be rejected, as shown in the example of Fig. 

I(c). 
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documents to which ~ 

is assigned 

documents to 
which term is 
not assigned 

Fig. l(c) Clustering Effect Produced by 

Assignment of Term of Correct Specificity 

The clustering effect of each individual term can be measured by comparing the 

~~.It~jJ~before a term is assigned with the density after the term is assigned. 

The dlscr~minatlon y.~ of a term can then be measured as the difference between 

the two densities. In particular 

DVj = Q-Qj 

where DVj represents the discrimination value ~f term j, and q and qj are the space 

densities before and after the assignment of term j, respectively. The space den- 

sity can be measured as the average pair-wise similarity between all document pairs 

in a collection. [3,4] Assuming that the situation of Fig. I accurately reflects 

the term assignment effect, the following term discrimination values are obtained: 

a) broad terms exhibit negative discrimination values because the density 

after the term assignment will be greater than before; 

b) specific terms exhibit discrimination values close to 0, because their 

assignment does not alter the space density; 

c) medium frequency terms exhibit positive discrimination values because 

their assignment distinguishes a small class of items from the remainder. 

By analogy with the inverse document frequency function, a discrimination value 

weighting function DISCij can be defined for each term Tj occurring in document D i 

as 

DISCij = (Document Frequency of Tj in D i) * (DVi). 
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The currently available evidence indicates that the discrimination value weighting 

function is as effective in retrieval as the previously mentioned inverse document 

frequency function, 

4. Use of Term Relationships 

The term discrimination analysis will clarify the role of  thesaurus and term 

phrases in automatic indexing. A ~ is a term grouping device which assem- 

bles into common classes certain terms believed to be synonymous or semantically 

related. Instead of assigning a particular term to a given document, the thesaurus 

makes it possible to assign a complete thesaurus class. A thesaurus class has a 

broader scope than each individual term included in the class. Thus when a 

thesaurus is used to group terms which by themselves are too specific, terms of 

near-zero discrimination value can be transformed into terms with positive discrimi- 

nation values. The use of a thesaurus corresponds to a left-to-right transformation 

on the frequency spectrum of Fig. 2. 

0 

Thesaurus Transformation 

Low frequency 
t e rms  

Medium frequency 
terms 

Increasing 
Term Frequency 

IIigh frequency 
t e r m s  

Zero DV Positive DV Negative DV 

F i g .  2 Thesaurus Transformation 

Note that when a thesaurus is used to group medium frequency terms, one obtains 

broader thesaurus classes. The thesaurus transformation then transforms individual 

terms with positive discrimination values into broader terms with negative 
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discrimination values, Even worse is the case when broad terms are included in a 

thesaurus, because the terms starting out with a negative discrimination value 

become even worse after the thesaurus transformations Thus a thesaurus class 

groupng terms such as 

mlnl computer 

microcomputer 

Apple (computer) 

Commodore (computer) 

operates satisfactorily assuming that all these terms are low-frequency terms. If 

on the other hand, a class includes both ~computer n as well as "minicomputer", the 

result is necessarily poor, because the high-frequency term "computer" is replaced 

by a thesaurus class of even greater frequency. Queries about minicomputers are 

then liable to retrieve documents about computers, 

Various semi-automatic or automatic thesaurus 

described in the literature. [5,6] 

construction methods are 

a) One can take the low-frequency terms exhibiting near-zero discrimination 

values and group them into similarity classes manually, or rather intel- 

lectually. 

b) Alternatively the term grouping process can be performed automatically 

using an automatic clustering process that assembles into common classes 

terms that occur in similar contexts. The context chosen for term group- 

ing purposes can be global--for example by grouping into common classes 

terms which co-occur sufficiently often in the documents of a collection; 

or the context can be local by grouping terms that co-occur in the small 

subset of documents that are jointly retrieved in response to certain 

queries. 

When the frequency restrictions are observed and terms of low discrimination 

value are replaced by thesaurus classes with higher discrimination value, the incor- 

poration of a thesaurus transformation will improve retrieval performance. Formal 

proofs of the usefulness of a thesaurus can in fact be obtained in some cir- 

cumstances. [7] 

The frequency model shows that the generation and assignment of ~ 

instead of single terms has an effect which is precisely the inverse of that of a 
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thesaurus, in the sense that initially broader entities are replaced by more 

specific ones~ When the term phrases include broad terms with negative discrimina- 

tion values, better terms with positive discrimination values can then be obtained. 

On the other hand, when the phrases are used to relate terms that on their own are 

already sufficiently specific, a worse result could be obtained because entities 

with a positive DV could be transformed into terms of zero DVo The right-to-left 

phrase transformation is illustrated by the frequency spectrum of Fig. 3. [8,9] 

I 

Low frequency 
terms 

Phrase Transformation 

Medium frequency 
terms 

....... > Increasing 
Term Frequency 

High frequency 
terms 

Zero DV Positive DV Negative DV 

Fig. 3 Phrase Transformation 

.... i 

The phrase formation process should affect mostly the negative discriminators. 

That is, care must be taken that the phases used for content specification do not 

appear too far left in the frequency spectrum. For this reason an appropriately 

loose phrase construction system must be used: 

a) At least one component of a phrase should exhibit a negative discrimina- 

tion value ; 

b) The terms included in a phrase should co-occur in the same documents, or 

possibly in the same sentences of documents. 



32 

When more stringent phrase formation criteria are used needless distinctions 

will be made between individual word occurrence patterns. The phrases then become 

overspecific and recall losses are unavoidables Consider as an example a document 

containing the sentence 

"an effective retrieval syst~n is useful to people in need of information. ~ 

Since "information" is a high-frequency term with a negative discrimination value) a 

simple phrase formation process based on word co-occurrence properties may correctly 

produce the phrase "information retrieval." If on the other hand a close syntactic 

relationship were required between phrase components before a phrase could actually 

be assigned, the phrase "information retrieval" would be rejected in the earlier 

example, and the corresponding document might not be retrievable when wanted. [I0] 

The thesaurus and phrase formation procedures can be added to the simple index- 

ing process outlined earlier in Table i. An enhanced indexing chart is presented in 

T a b l e 2 .  

. 

2. 

3. 

4. 

5. 

. 

. 

8. 

Identify individual text words 

Use stop list to delete con~non function ~ords ~ see Table 1 

Use automatic suffix stripping to produce stems 

Compute term discrimination value for all word stems 

Use thesaurus class replacement for all low-frequency terms with 
near-zero discrimination values 

Use phrase formation process for all high frequency terms with 
negative discrimination values 

Compute IDF weighting function for all terms 

Assign to each document the corresponding single terms, term 
phrases and thesaurus classes with IDF weights. 

Eni:anced Auto~::atic indexiE ,~, ~trate"- ~:ith 
v ~4 

Thesaurus .... . . . .  o l o l  .ent 
'i~bl e 2 



33 

The inverse document frequency (IDF) weight of a term in a document was defined 

earlier as the document frequency of the term divided by the collection frequency. 

Since a thesaurus class is made up of low frequency terms, the IDF weighting factor 

for a thesaurus class may be generated as the sum of the document frequencies of the 

individual terms in the clans divided by the sum of the individual collection fre- 

quencies. Correspondingly, for phrases constructed from high-frequency components, 

the IDF weight is computed as the average document frequency of the phrase com- 

ponents divided by the average collection frequency. 

5o U s e r  S y s t e m  I n t e r a c t i o n  

At the present time nearly all operational retrieval systems offer on-line user 

services. The queries are then introduced by using a terminal device, and answers 

are received while the customer is waiting. In principle, an interactive retrieval 

system can then be instituted where information obtained from the users during the 

search process serves for the construction of improved query formulations. In the 

well-known /rP.l£y.aR~ ~ process, relevance assessments obtained from the users 

for certain previously retrieved documents are used to construct new query state- 

ments which resemble the items previously identified as relevant and differ from the 

items identlfied as nonrelevanto [11,12] 

When r e l e v a n c e  assessments  a r e  a v a i l a b l e  from t h e  u se r s  f o r  c e r t a i n  documents 

w i t h  r e s p e c t  to c e r t a i n  q u e r i e s ,  i t  a l s o  becomes p o s s i b l e  to  use  r e f i n e d  term 

weighting systems. In computing the previously mentioned IDF weighting functions, 

no distinctions are made among term occurrences in different kinds of documents. 

That is, the occurrence of a term in a nonrelevant document is considered as impor- 

tant as an occurrence in a relevant one. When document relevance information is 

available as it might be in an interactive retrieval environment for certain docu- 

ments retrieved early in a search, a term relevance factor can be computed for the 

terms as a function of the proportion of ~ documents in which they occur. In 

particular, if the term relevance Lj is defined as 

Proportion of relevant items in which T occurs 

J Proportion of nonrelevant items in which T. occurs 
J 

then  a term wi th  a h igh  Lj f a c t o r  should be a b l e  t o  r e t r i e v e  a d d i t i o n a l  r e l e v a n t  

documents s i m i l a r  to those  a l r e a d y  seen .  In some c i rcumstances , •  Lj i s  known to 

r e p r e s e n t  an op t imal  term w e i g h t i n g  f u n c t i o n  fo r  r e t r l e v a l  p u r p o s e s .  [ 13 ,14 ]  
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The tem relevance factor can be used as a weighting function attached to the 

document terms, The weight of term Tj assigned to document D i can then be defined 

as 

TERMRELij = (Document Frequency of  Tj in D i) * (Lj). 

Alternatively, the term relevance factor may be used to construct effective 

query formulations. [15,16] One possibility in this connection consists in combin- 

ing the relevance feedback process with the term relevance computation. The follow- 

ing procedure may be used: [17] 

1) 

2) 

3) 

4) 

5) 

Start with an initial query 

Q = (q0,ql,..,,qm) 

where qi represents query term i. 

Assign inverse document frequency weights to the query terms, producing 

Q = (idf0,idfl,,.,idf m) 

where idf i is defined as the reciprocal of the collection frequency of qi 

(that is, 1/collection frequency). 

Process the query against the document collection and let user identify 

some retrieved documents as relevant. 

Choose terms included in the relevant documents for addition to the query. 

Compute a term relevance factor for all query terms based on the 

occurrence properties of the terms in the relevant retrieved and the non- 

relevant retrieved documents; that is 

tel. = Proportion of relevant retrieved document with term j 
J Proportion of nonrelevant retrieved documents with termj 
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6) Construct a new expanded query consisting of the initially available terms 

plus the added terms m+l,m+2~ .... ,n chosen from the previously retrieved 

relevant documents; the terms weights are defined as a combinaton of the 

original idf weights plus the newly Computed relevance weights° That is 

Qnew = =(idf0'idfl'''"idfm'0'0'°''0) 

+ ~(rel0,rell,o..,relmmrelm+ito..sreln), 

7) The parameters u and ~ are constants where ~ + ~ = 1 and the value of ~ is 

used to determine the importance attached to the feedback process. Ini- 

tially ~ =i and ~ = 0; as more and more relevant and retrieved items are 

identified, the value of = is reduced as the value of ~ grows. 

The foregoing process can be repeated several times by operating with Qnew" 

retrieving additional documents, and constructing updated queries for each itera- 

tion. As more relevant documents are identified, the estimated term relevance fac- 

tor relj may in time approach the true value Ljo A substantial amount of work has 

been devoted in recent times to the construction of good methods for estimating the 

term relevance. [17-21] 

6 .  A B l u e p z i n t  f o r  A u t o m a t i c  I n d e x i n g  

The final blueprint combines the term extraction and weighting processes of 

Table I, the term grouping procedures based on thesaurus and phrase formation of 

Table 2, and the use of relevance factors outlined in the previous section. A sum- 

mary appears in Table 3. In practice, the indexing process can be truncated to 

include only the term extraction and IDF weighting methods plus the standard 

relevance feedback procedure. The thesaurus, phrase, and term relevance computa- 

tions may be added as desired. An indexing strategy based on this outline should 

produce a high order of effectiveness and outperform alternative manual or semi- 

automatic indexing methods. 
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5 

2. 

3 .  

4. 

5. 

6.  

o 

8. 

. 

10. 

Identify individual text words 

Use a stop list to delete common words 

Use suffix stripping to produce word stems 

Replace low-frequency terms by thesaurus classes 

Replace high-frequency terms by phrases 

Compute IDF weights for all single terms, 
phrases and thesaurus classes 

Table 1 

Table 2 

Compare query statements with document vectors 

Identify some retrieved documents as relevant and 
nonrelevant to the query 

Compute term r e l e v a n c e  factors based on available 
relevance assessments 

Construct new queries with added terms from relevant 
documents and term weights based on combined IDF and 
term relevance weights 

II. Return to step 7 

Automatic Indexing with Relevance Feedback 

T a b l e  3 
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