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#### Abstract

This paper proposes a topological representation for general floorplan, called the $H$-sequence, which can check channel-adjacency and boundary-adjacency in a constant time. Moreover, we define Routing-cost for the placement to measure its routing difficulty. Experimental results indicate that $\mathbf{H}$-sequence based placement algorithm can optimize routing-cost effectively in a short time.


## I. Introduction

## A. Background

Floorplanning is to dissects a rectangular area (chip hereinafter) by non-crossing horizontal and vertical line segments (segs) into the small rectangles (rooms). After placing modules into rooms in one-to-one manner and 1-dimensional compaction, we can evaluate the chip's characteristics such as area, wire length, signal-delay critical path, etc. Therefore, like packing-based representation [1, 2, 3], a floorplan representation can be used to represent and optimize the placement, the first and dominant stage of layout[4].

It is a common objective of VLSI floorplanning to maximize the channel-adjacency between modules because it directly leads to a easy-routing placement with short wire length. Moreover, in modern circuit design, IP are extensively used. Since IP and other macro units always occupy many layers, then there are many channels in the chip, so channel adjacency become more important. Therefore, instead of directly approaching to placement's multi-objectives, this paper proposes a completely new and fast general floorplan presentation to evaluate the channel-adjacency of modules in the circuit.

While discussing about channel-adjacency, it is necessary to recollect incidence-adjacency. Two rooms are said to be channel-adjacent if they are placed along the same seg, while two rooms are said to be incidence-adjacent if they are channel-adjacent and their borders along the same seg overlap partially. For example, in Fig. 3, room 2 and room 7 are channel-adjacent, but not incidence-adjacent, while room 2 and room 5 are incidence-adjacent.

Although the incidence-adjacency is also a very naive request from the circuit designers and has been studied extensively[5, 6], it has not become popular yet, maybe because there are no fast and practical floorplan representations to support it.

## B. Our Contributions

First, based on the borders where there are pins of nets, routing-cost of the placement is defined to reflect the channeladjacency of modules in the circuit. The basic objective of placement is to minimize the routing-cost.

Secondly, a new floorplan representation named Half-state sequence, called $H$-sequence for short, is introduced. It is a string of room names and positional symbols. Any floorplan is uniquely encoded to an H -sequence and any H -sequence is uniquely decoded to a floorplan, both in linear time. For any pair of two rooms, it takes only a constant time to check if they are channel-adjacent. This is a generalization of the method[7] that handles floorplans under the boundary constraint.

Thirdly, the trivial but unpractical solution is a floorplan in which all the rooms are along one seg so that every pair of rooms are channel-adjacent. To avoid such solutions, we limit the number of rooms that are adjacent to the same seg.

Finally, our experiments are planned for three optimizations: routing-cost optimization, restricted routing cost optimization, and simultaneous area and routing-cost optimization. The results on five benchmarks show that the algorithm can optimize the area and routing cost for a circuit.

The rest of the paper is organized as follows. Section II defines routing-cost of a placement. Section III describes the H -sequence. Section IV introduces several operations of perturbing the placement. Section V shows experimental results. Section VI concludes the paper.

## II. Routing-cost

It is assumed here that pins are located on the borders (peripherals) of rooms. The connection requirement is given by the net-list (a collection of nets). Each net consists of a set of pins that should be connected through wires.

If two modules $i$ and $j$ are channel-adjacent, pins of a net facing the common-channel will be connected by wires routed in this channel. Since it is very straightforward to route such nets, floorplanning that renders as many nets to distribute in such a way is a target of floorplanners.

First we give the definition of the routing-cost by an example of two modules $i$ and $j$ as shown in Fig.1. Here pins
are labeled as $a, b, c, d, e, f, g$ such that pins of the same label belong to the same net, i.e. to be connected. For simplification, we assume that there are no two pins belonging to the same net on one module. Let four borders of a module be called $T(o p), R(i g h t), B(o t t o m)$, and $L(e f t)$ and letters $X, Y$ represent $T, R, B$, or $L$. The number of pairs of pins on $X$ of $i$ and $Y$ of $j$ with the same label is called the borderconnectivity denoted by $B C_{X Y}(i, j)$. Let $B C(i, j)$ is the set of all border pairs. In Fig.1, $B C_{T T}(i, j)=0, B C_{T R}(i, j)=3$, $B C_{T B}(i, j)=1, \cdots$, and $B C(i, j)=7$. In the figure(right), they are represented in a bipartite graph.


Fig. 1. Border-connectivity and matched-borders: ( $T$ of $i, R$ of $j$ ) is the matched-border pair

The routing-cost of two modules is based on the borderconnectivities of 16 border pairs. However, it is so complicated that we propose a simplification. Given a pair of modules, the pair of borders with maximum border-connectivity is called matched-border pair.


Fig. 2. Five cases of simplified routing-cost

As illustrated in Fig.2, when $i, j$ are channel-adjacent (common-channel is $S$ ), 4 cases are named as follows:

- Case (Double-touch) both $X, Y$ touch $S$.
- Case (T-form-touch): one touches $S$ and the other touches $S$ in T-form,
- Case (Single-touch): one touches $S$ but the other does not touch $S$,
- Case (Non-touch) none of $X, Y$ touches $S$.

Then, coefficient $R_{i j}$ of routing-cost between $i$ and $j$ is defined by:

$$
\begin{aligned}
R_{i j} & =0 \quad \text { if (Double-touch) } \\
& =1 \quad \text { if (T-form-touch) } \\
& =2 \quad \text { if (Single-touch) } \\
& =3 \quad \text { if (Non-touch) } \\
& =4 \quad \text { if (i, } \mathrm{j}) \text { is not channel-adjacent. }
\end{aligned}
$$

Finally, the routing-cost $R(\pi)$ of a placement $\pi$ is defined by

$$
R(\pi)=\frac{1}{2} \sum_{i, j} R_{i j} \times B C(i, j)
$$

## III. Half-State Sequence

## A. Definition of H -sequence

Let $s$ be one of $n+3$ segs (including 4 borders) in the chip, and $S(s)$ be the seg-state which is obtained by concatenating sequently four sequences, right-state $\mathcal{R}(s)$, left-state $\mathcal{L}(s)$, bottom-state $\mathcal{B}(s)$ and above-state $\mathcal{A}(s)$. Letters $\mathcal{R}, \mathcal{L}, \mathcal{B}, \mathcal{A}$ are called the positional symbols standing for Right, Left, Bottom, and Above states, respectively.

If seg $s$ is vertical, $\mathcal{B}(s)$ and $\mathcal{A}(s)$ are defined as the empty sequences, while $\mathcal{R}(s)(\mathcal{L}(s))$ is the sequence of the symbols $\mathcal{R}(\mathcal{L})$ with suffixes of room names, where the rooms are adjacent to $s$ and at the right (left) of $s$, arranged from the bottom to up. For example, in Fig. $3, \mathcal{R}\left(s_{1}\right)=\mathcal{R}_{4} \mathcal{R}_{2}$.

If seg $s$ is horizontal, $\mathcal{R}(s)$ and $\mathcal{L}(s)$ are defined as empty, while $\mathcal{B}(s)(\mathcal{A}(s))$ is the sequence of the symbols $\mathcal{B}(\mathcal{A})$ with suffixes of room names, where the rooms are adjacent to and below (above)s, arranged from the right to left. For example, in Fig. 3, $\mathcal{B}\left(s_{3}\right)=\left(\mathcal{B}_{7} \mathcal{B}_{5} \mathcal{B}_{4}\right)$.

In Fig. 3, the right-, left-, below-, and above-states of $s_{3}$ are $\mathcal{R}\left(s_{3}\right)=\emptyset, \mathcal{L}\left(s_{3}\right)=\emptyset, \mathcal{B}\left(s_{3}\right)=\left(\mathcal{B}_{7} \mathcal{B}_{5} \mathcal{B}_{4}\right)$, and $\mathcal{A}\left(s_{3}\right)=$ $\left(\mathcal{A}_{3} \mathcal{A}_{2}\right)$, respectively. Then the seg-state $S\left(s_{3}\right)$ of $s_{3}$ is

$$
S\left(s_{3}\right)=\mathcal{B}_{7} \mathcal{B}_{5} \mathcal{B}_{4} \mathcal{A}_{3} \mathcal{A}_{2}
$$

If $s$ is the left(top)border, $\mathcal{L}(s)(\mathcal{A}(s))$ is empty. Analogous facts hold when $s$ is right or bottom-border.

Other examples of the seg-states in Fig. 3 are
$S$ (left-border) $=\mathcal{R}_{6} \mathcal{R}_{1}$,
$S$ (top-border) $=\mathcal{B}_{3} \mathcal{B}_{2} \mathcal{B}_{1}$,
$S\left(s_{1}\right)=\mathcal{R}_{4} \mathcal{R}_{2} \mathcal{L}_{1}$,
$S\left(s_{5}\right)=\mathcal{B}_{6} \mathcal{A}_{5} \mathcal{A}_{4} \mathcal{A}_{1}$,
$S$ (right-border) $=\mathcal{L}_{7} \mathcal{L}_{3}$,
$S$ (bottom-border) $=\mathcal{A}_{7} \mathcal{A}_{6}$.
The key issue of the H -sequence is Abe-order of rooms [8, 9, 10], which can be easily defined according to the definition of the seg-state. Please look at the room $k$ which is not the rightbottom room in Fig. 3 (a) and (b), the seg that ends at the rightbottom corner of the room $k$ in a T-form is called the prime seg of room $k$ and denoted as $s_{k}$. if $s_{k}$ is vertical(horizontal), the room corresponding to the last positional symbol in $\mathcal{R}\left(s_{k}\right)$ $\left(B\left(s_{k}\right)\right)$ is called the next room of room $k$. For example, The room corresponding to the last $\mathcal{B}$ positional symbol in $S\left(s_{3}\right)$ is 4 , so 4 is the next room of room 3 .

The Abe-order of rooms are linear ordering of rooms defined as follows. (See the labeling in Fig.3(a).)

Label the left-top room with 1 . The next room of 1 is labeled with 2 . In general, the next room of room $k$ is labeled $k+1$, where $1 \leq k<n$.


Fig. 3. Prime seg,next room, and Abe-order

It was proved that every room is labeled uniquely and the final room, room $n$, is the right-bottom room of the chip [8, 10, 9].

Note that the seg-state is the sequence of positional symbols with decreasing suffixes in each symbol.

Now the $H$-sequence of a floorplan can be defined.
H-sequence $=S$ (left-border) $S$ (top-border) $1 S\left(s_{1}\right)$ $2 S\left(s_{2}\right) 3 S\left(s_{3}\right) \cdots S\left(s_{n-1}\right) n S$ (right-border) $S$ (bottom-border).

The integers in the H -sequence are called room labels.
In Fig.3(a), the H -sequence of the floorplan, $H_{1}=\mathcal{R}_{6} \mathcal{R}_{1}$ $\mathcal{B}_{3} \mathcal{B}_{2} \mathcal{B}_{1} 1 \mathcal{R}_{4} \mathcal{R}_{2} \mathcal{L}_{1} 2 \mathcal{R}_{3} \mathcal{L}_{2} 3 \mathcal{B}_{7} \mathcal{B}_{5} \mathcal{B}_{4} \mathcal{A}_{3} \mathcal{A}_{2} 4 \mathcal{R}_{5} \mathcal{L}_{4} 5 \mathcal{B}_{6}$ $\mathcal{A}_{5} \mathcal{A}_{4} \mathcal{A}_{1} 6 \mathcal{R}_{7} \mathcal{L}_{6} \mathcal{L}_{5} 7 \mathcal{L}_{7} \mathcal{L}_{3} \mathcal{A}_{7} \mathcal{A}_{6}$.

Let interval $j$ be the sub-sequence between room label $j$ and room label $j+1$, denoted as $I(j)$, and $|I(j)|$ is the number of positional symbols in $I(j)$. Let $I(0)$ be the sub-sequence before room 1, i.e. $R(l e f t-b o r d e r) B(t o p-b o r d e r)$ and $I(n)$ be the sub-sequence after room $n$, i.e. $\quad R($ right border) $B$ (bottom - border $)$.

The H -sequence is closely related to the Q -sequence which was introduced in [9]: Deleting $\mathcal{L}(x)$ and $\mathcal{A}(x)$ from an H sequence leads to a Q -sequence that corresponds to the same floorplan. Since it is known that the Q -sequence has a one-to-one correspondence to the floorplan, we might say that Hsequence conveys redundant information. However, it will be shown in the following that this redundancy provides us with a merit for heuristic search. The key to this merit is the following fact.

## Theorem 1 An H-sequence has the following properties.

1. (Seg-adjacency) If $i$ is a suffix of $\mathcal{R}(\mathcal{B}, \mathcal{L}, \mathcal{A})$ in $I(k)$, room $i$ is adjacent to $s_{k}$ and at the right (below, left, above) of $s_{k}$.
2. (Inner-seg-adjacency) Two rooms $i$ and $j$ are channeladjacent if and only if $i$ and $j$ are suffixes of $\mathcal{R}$ 's ( $\mathcal{L}$ 's) in $I(k)(k \neq 0, n)$, and they are seg-adjacent to and at the right(left) of the vertical seg $s_{k}$. For room label $i$ and $j$, if one is a suffix of an $\mathcal{R}$ in $I(k)$, and the other a suffix of a $\mathcal{L}$, then the former is seg-adjacent to $s_{k}$ at the right and the later at the left. (Other cases are omitted.)
3. (Boundary-adjacency) A room $i$ adjacent to the left (right, top, bottom) border of the chip (boundary) if and only if i is a suffix of $\mathcal{R}(\mathcal{L}, \mathcal{B}, \mathcal{A})$ in $I(0)$ or $I(n)$.

These properties are all trivial by definition.

## B. Decoding of $H$-sequence

Only for optimization of routing-cost, we can calculate the routing-cost of the floorplan without decoding the H sequence to a corresponding floorplan. However, when optimizing routing-cost and area simultaneously, we will decode H -sequence by the decoding procedure for Q -sequence proposed in [9, 4], while the Q-sequence can be obtained from a H -sequence by deleting all $\mathcal{L}$ and $\mathcal{A}$. For example, after deleting $\mathcal{L}$ and $\mathcal{A}$ in H -sequence $H_{1}$, we get a Q -sequence, $Q_{1}$ :
$\mathcal{R}_{6} \mathcal{R}_{1} \mathcal{B}_{3} \mathcal{B}_{2} \mathcal{B}_{1} 1 \mathcal{R}_{4} \mathcal{R}_{2} 2 \mathcal{R}_{3} 3 \mathcal{B}_{7} \mathcal{B}_{5} \mathcal{B}_{4} 4 \mathcal{R}_{5} 5 \mathcal{B}_{6} 6 \mathcal{R}_{7} 7$

## IV. Perturbations of placement

In order to improve routing-cost or/and chip area, following four perturbations are utilized to perturb a placement.
(1) rotation: Choose one module and rotate it.
(2) flip: Choose one module and flip it horizontally or vertically.
(3) swap: Choose a pair of rooms and exchange the modules inside.
(4) moving positional symbols: With a pair of parenthesis trees of corresponding Q -sequence[4], we can consistently move $\mathcal{R}$ and $\mathcal{B}$ positional symbols as well as $\mathcal{A}$ and $\mathcal{L}$ positional symbols, based on the relations between positional symbols. Moving positional symbols always leads to a new feasible H -sequence. Detailed description of the relations between $\mathcal{R}, \mathcal{B}, \mathcal{A}$, and $\mathcal{L}$ are omitted here.

All operations have impacts on the routing-cost calculation. To speed up the iterations, we update incrementally routingcost of a placement. After rotating or flipping module $i$, we need to re-calculate the routing-cost of module $i$. After swapping two module $i$ and module $j$, we need to re-calculate the routing-cost of module $i$ and module $j$. For moving positional symbols, we can know which modules' routing-costs should be re-calculated.

It takes $O\left(n^{2}\right)$ time to re-calculate the routing-cost of the placement at the worst case.

H -sequence keeps the same size of solution space, solution diameter as that of Q -sequence[4].

## V. Experimental Results

Using H -sequence as the floorplan representation, we implemented a placement algorithm based on the simulated annealing in C++ on SPARC 60 workstation. Five MCNC BBL benchmarks are utilized.

Our experiments consist of three parts: routing-cost optimization, restricted routing-cost optimization, and simultaneous area and routing-cost optimization, where the area is that of the minimum bounding box enclosing all modules.

The results of experiments are displayed in Tables I, II, III, where $\mathbf{R C}$ is routing-cost of the placement, NOPM is the number of pairs of modules with the same nets' pins, NMPC is the number of matched-pairs facing to the same channel (Case 1 defined in Section II), and CRMP is the completion ratio of matched-pairs, i.e. NPCB/NOPR. The units of area and runtime are $m m^{2}$ and seconds, respectively.

TABLE I
RESULTS OF EXPERIMENTS FOR OPTIMIZING ONLY ROUTING-COST

| Circuit | RC | Runtime | NMPC | CRMP | NOPM |
| :--- | :---: | :---: | :---: | :---: | :---: |
| apte | 146 | 0.3 | 20 | $55.56 \%$ | 36 |
| xerox | 313 | 2.5 | 25 | $55.56 \%$ | 45 |
| hp | 117 | 2.9 | 21 | $51.22 \%$ | 41 |
| ami33 | 2236 | 32 | 214 | $40.53 \%$ | 528 |
| ami49 | 1201 | 41 | 137 | $31.49 \%$ | 435 |

CRMP in Table I gives out the upper bound of pairs of matched-pairs that can be channel adjacent, which indicates indirectly routability and design quality of the circuit.

As for the optimization only of the channel adjacency, there is an apparent tendency that many modules get together around a few channels as mentioned in Section 1. In order to avoid such impractical solutions, we limit the number of rooms around a seg, which is very easy to implement, since the number of rooms around a seg $j$ is $|I(j)|$, where $0 \leq j \leq n$. In experiments, we let the number be less than 8 .

From the results on five benchmarks shown in Table II, it was observed that we can get more practical placement while keeping the approximate routing-cost. Since we only optimize routing-cost in Table II and Table I, we need not decode Hsequence to corresponding floorplan, which make the algorithm very fast.

TABLE II
Results of restricting the number of rooms around one seg

| Circuit | RC | Runtime | NMPC | CRMP |
| :--- | :---: | :---: | :---: | :---: |
| apte | 239 | 0.4 | 17 | $47.22 \%$ |
| xerox | 334 | 3.1 | 25 | $55.56 \%$ |
| hp | 165 | 3.2 | 17 | $41.46 \%$ |
| ami33 | 2560 | 40 | 192 | $36.36 \%$ |
| ami49 | 1050 | 46 | 125 | $28.74 \%$ |

TABLE III
RESULTS OF OPTIMIZING BOTH ROUTING-COST AND AREA

| Circuit | RC | Runtime | Area | NMPC | CRMP |
| :--- | :---: | :---: | :---: | :---: | :---: |
| apte | 146 | 0.7 | 46.92 | 17 | $47.22 \%$ |
| xerox | 392 | 5.6 | 20.38 | 23 | $51.15 \%$ |
| hp | 224 | 5.7 | 10.32 | 16 | $39.02 \%$ |
| ami33 | 2931 | 59 | 1.28 | 119 | $22.54 \%$ |
| ami49 | 1266 | 72 | 38.65 | 104 | $23.91 \%$ |

The results of experiments for optimizing routing-cost and area in Table III show we can get satisfied area while minimizing routing-cost. Although both shortest total wire length and minimal routing-cost of the placement aim to get a solution easy to route, compared with traditional algorithms that calculate wire length and area simultaneously, our algorithm takes much less time to obtain the optimal results.

## VI. CONCLUSION

We have presented a new floorplan presentation, H sequence, by which it takes only a constant time to check whether two rooms (modules) are channel-adjacent. Meantime, we define a routing-cost to model the routability of a placement. Based on H -sequence and routing-cost, a simulated annealing based placement algorithm can quickly find easy-toroute solutions.
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