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A Variation-Aware Low-Power Coding Methodology 
for Tightly Coupled Buses 

 
Abstract - This paper describes a novel low-power coding 
methodology for buses. Ultra deep submicron technology and 
system-on-chip have resulted in a considerable portion of 
power consumption on buses, in which the major sources of the 
power consumption are the transition activities on the signal 
lines and the coupling capacitances of the lines. In addition, we 
enter an era of considering variation of the effective coupling 
capacitances. We address power reduction including these 
phenomena by using variable length coding. Experimental 
results show the effectiveness of our methodology. 
 

I. INTRODUCTION 
 
With advancing technology process, power-aware design has 

become a driving force in the semiconductor industry. As CMOS 
processes scale to submicron dimensions, power associated with 
system buses and the I/O accounts for a large portion of the total 
system power. Reducing the power consumption in busses is a key 
issue to reduce the communication cost. Many encoding schemes 
have been studied to reduce the power dissipation on buses [1-9]. 
Coupling has become an important issue with scaled supply voltage 
when we consider signal integrity and power dissipated by 
coupling capacitances, referred to as coupling power. Shielding, 
spacing and swapping [6-8] can be ways to avoid coupling effects 
problem. In recent technologies, in addition to the coupling 
capacitance, the variability of circuit delay due to process 
variations has become a significant concern. As process geometries 
continue to shrink, the ability to control critical device parameters 
is becoming increasingly difficult. With increasing awareness of 
process variations, a number of techniques are developed [10-12]. 
However, most of those focus on timing analysis. This means that 
only timing variations due to process variations for critical path are 
considered. We use coupling variation due to arrival time variation 
for power analysis. Actually, for on-chip bus, variation of delay 
skew between neighbor bit lines has the potential to raise the 
effective coupling capacitance variation [15]. In this paper, we 
include power variation due to the delay skew variation in our 
power estimation. 
Let us consider a bus coding system. A sender sends encoded data 

to a receiver through a bus. After receiving the data from the sender, 
the receiver decodes the encoded data. There are many purposes of 
coding, for example, which are to realize high tolerant or high 
performance. In this paper, we especially aim to realizing 
low-power with coding. The Bus-Invert method [1] and 
Coupling-Driven Bus-Invert [2] can be applied to encode buses 
without prior knowledge of data statistics. On the other hand, 
encoding methods considering highly correlated access patterns 
like address buses, the T0 method [3] and working zone method [4], 
or like data buses for microprocessors [5] have been proposed. Our 
proposed method here aggressively uses probabilistic information 
of input vector of buses. The basic concept proposed is based on 
variable length coding. Generally, variable length coding is used 
for data compression. We use this coding for power reduction. 
Some low-power coding [3-5] can be considered as variable length 
coding. In [3,4], scope of application is very limited such as 
address buses. In [5], the techniques aim to reduce only 
self-capacitances and are not suited for on-chip buses in terms of 
implementation costs. The contributions of this paper are as follows. 
First, for more accuracy, we propose novel power estimation 
including the effective coupling capacitance variation. Second, we 
make positive use of variable length coding with little overheads 
towards deep-submicron era.  

The remainder of the paper is organized as follows. In Section II, 
along with some basic definitions, we present our power model 
including coupling effects considering delay skew variation. 
Section III gives an overview of our methodology to achieve 
low-power requirements. Section IV describes the experimental 
setup and presents the results. Section V concludes this paper.   

 
II. POWER MODEL 

 
In this section, we describe the power model used to estimate. In 

terms of physical implementation, buses can be divided into two 
types. The first type is off-chip implementation. In this case, the 
physical capacitances of a wire are only self-capacitances Cs. The 
second is on-chip one. The physical capacitances include coupling 
capacitances Cx depending on relative voltage swing between two 
adjacent bus lines in addition to the Cs. That is, those power 
models differ from each other. We consider all the types, because 
off-chip and on-chip buses are both key components of systems. 
The power consumption in CMOS circuits are contributed from 

three parts, which are power consumed by the leakage current, by 
the short current during the switching and by the 
charging-discharging current for nodes. We focus on the power 
consumption relevant to the charging-discharging current, which is 
the dominant part in the total power consumption. Accordingly, the 
total dynamic power consumed by an N-bit bus is given by: 
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where PDi denote the dynamic power consumption of a bit line i. 
PDi is defined as follows: 

( ) ,fVCC.P DDXXiSSiDi ⋅⋅+⋅= 250 αα  
where Siα  and Xiα  denote the rates at which each capacitance is 
switched per one clock cycle for a bit line i. VDD and f represent 
supply voltage and frequency, respectively. In cases of off-chip bus 
and on-chip bus in non deep sub-micron design, XC  is nearly 0.  
We also define the capacitance ratio 

S
X

C
C=λ  as a weight 

coefficient. λ  is dependent on process technologies such as 
interconnect width, pitch, aspect ratio and dielectric thickness. λ  
increases as technology shrinks towards deep sub-micron [13]. λ  
is about 3 for 0.18 um CMOS technology with the minimum 
distance between wires. 
 
A. Effective Coupling Capacitance Estimation Considering 

Delay Skew Variation 
 
The effect of coupling capacitance (Ceff) is no longer a constant 

value. There are four types of possible transitions between two 
adjacent lines as follows: no switching (type A), single line 
switching (type B), both line switching to the same states (type C) 
and both line switching to the opposite states (type D). In type A, 
no dynamic charge distribution takes place. In type B, Ceff is CX. In 
type C and D, the effective coupling capacitance depends on signal 
activities of neighboring lines due to the Miller effect [14]. The 
Miller effect states that if two lines switch in opposite directions, 
the effective coupling capacitance between them is 2CX because the 
effective voltage swing between them is doubled. On the contrary, 
the effective coupling capacitance becomes 0 if both lines switch in 
the same directions. However, when both neighboring lines switch 
out of synchronous (have a skew), the effect of CX changes. If two 
input signals switch in opposite directions with a skew, the 
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effective coupling capacitance is less than 2CX. Contrary, in same 
directions, that is more than 0. Many coupling-aware power 
reduction methods ignore a skew between two input signals. As a 
matter of fact, two signals may have a skew due to layout issues, 
circuit designs or process variations. In this paper, we consider 
delay skew effects between neighboring input signals (Fig. 1). 

t

V

bi

t

V

bi+1

delay skew (dskew)
di

di+1  
Figure 1: A delay skew 

 
Here, we introduce how we consider coupling effect due to 

voltage swing between neighboring lines with a skew. If there is a 
sufficient skew between the bus lines, Ceff is equal to CX in either 
opposite or same directions. We assume that a skew time T is 
enough for avoiding the Miller effect. T is determined by the input 
waveform, driving force of buffers and the output [15]. We assume 
following approximated equations of the effective capacitance: 
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where dskew ( ii dd −= +1 ) represents an input delay skew of 
neighboring two lines as shown in Fig. 1. Figure 2 shows 
simulation results and estimated capacitance by equation (1). 
Simulation results are obtained by Spice simulator. CX, T, clock 
frequency, transition time, and VDD are 3pF, 3ns, 100MHz, 1ns and 
1.8V, respectively.  {R,R}, {F,F}, {R,F} and {F,R} in the figure 
stand for {rise, rise}, {fall, fall}, {rise, fall} and {fall, rise} 
transitions between neighboring bi and bi+1 lines, respectively. 
Same and opposite in the figure represent switching in same and 
opposite directions, respectively. In addition, the values of same 
and opposite cases are calculated by equation (1). In cases of {R,R} 
and {F,F}, signals switch in same directions. In cases of {R,F} and 
{F,R}, those switch in opposite directions. As you can see in the 
figure, the estimated capacitance is quite corresponding to the 
results obtained by the circuit simulator. As delay skew increases, 
Ceff of all switching cases comes close each other (At delay skew 
3ns, Ceff of all switching cases is 3pF, which is equal to CX). For 
realizing high frequency, since driving force of buffers needs to be 
increased, Ceff’s sensitivity coefficient (=CX/T) of delay skew also 
increases. 
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Figure 2: Effective coupling capacitance with a delay skew 

 
Next, we will consider Ceff variation due to delay skew variation. 

Input signals consist of signal arrival time and the slope. We will 
focus on only variation of signal arrival time, because there is no 
effect of the signal slope for power consumed by the 
charging-discharging current. In this paper, signal arrival time is 
considered as normal distribution. Under this assumption, the delay 

skew of two neighboring lines has a normal distribution. A normal 
distribution in a variate X (delay skew is 910−⋅X sec) has the 
following probability function 

( )( ) ( )∞<<∞−−= − x,exp)x(f x
2

2

22
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 (2), 

where µ  and σ  are the mean and standard deviation of normal 
distribution, respectively. Here we assume that µ  is 0. For σ  
varying from 0 to 2.0, we calculate average Ceff by equation (1) 
considering delay skew variation based on equation (2) under 
previous experimental conditions. Results are shown in Fig. 3. As 
variation of delay skew increases, Ceff due to switching in same 
directions tends to be monotone increasing, and in opposite 
directions tends to be monotone decreasing. That means the 
following fact. For reducing the average effective coupling 
capacitance in same directions, high variability (large σ ) is better. 
On the other hand, in same directions, low variability (small σ ) is 
desired. When σ  is 1.0, Ceff in same and opposite directions are 
0.8 and 5.2pF, respectively. These values are used to evaluate our 
approach. In this manner, the impact of delay skew variation is not 
negligible. 
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Figure 3: Average effective coupling capacitance considering delay 

skew variation 
 

III. METHODOLOGY FRAMEWORK 
 
A. Overview 

 
As an overview, our proposed coding flow for power reduction is 

as follows: 
1. We compress each N-bit data with variable length 

coding; the maximum bitwidth of compressed data is M 
(>N) and the minimum is 1. 

2. The compressed data needs to be transferred via an 
M-bit bus even if the bitwidth is less than M. We 
encode remaining bits to reduce power consumption 
when the bitwidth of compressed data is less than M. 

Applying these steps, we transfer compressed data with remaining 
low activity bits via an M-bit bus. Now, let us start with 
understanding of the flow in more detail. We first introduce some 
assumptions, notation and definition for discussion. We assume that 
an input vector must send from senders to receivers per one clock 
cycle. An original input vector ( )tt

N
t
N

t
org o,...,o,oV 021 −−= , which is 

encoded to an input vector ( )tt
M

t
M

t
enc e,...,e,eV 021 −−=  with our 

proposed encoding, is transferred through a bus 
( )021 b,...,b,bB MM −−= , where t is the time index, N is the data 

width of original data, M is the encoded data width (equal to the 
bus width), and t

io  and t
ie  are the value of a i-th bit at time t 

( { }10,e,o t
i

t
i ∈ ). Orders of elements in B represent a fixed (physical) 

order of the bit lines of the buses. The bit lines are aligned 
physically by the orders from bM-1 to b0. We encode original input 
vectors such that effective load capacitance is reduced. Next, we 
define an active bit and an inactive bit. Bits of compressed data are 
called as active bits, which are required to decode the compressed 
data. When the bitwidth of compressed data is less than M, 
remaining all bits except active bits are unnecessary, which are 
called as inactive bits. 

 
 
 



B. Power Saving Mechanism 
 
The basic concept proposed is similar to [5], which uses a variable 

length coding. They focus on only reducing CS not including CX. 
We utilize variable length coding for reducing power consumption 
including coupling power with delay skew variation in addition to 
CS. They found the following characteristics based on observation 
of input vectors: quite long successive 0’s string often appears. In 
consequence, encoding the length of successive 0’s string, the 0’s 
string part holds previous values to suppress switching. They seem 
to achieve to reduce off-chip power consumption. Since, for 
on-chip buses, hardware cost for encoding the length to mask 
active bits is inherently large, we take another variable length 
coding. We use string matching method as a variable length coding. 
We define a matching vector ( )jj

N
j
N

j m,...,m,mMV 021 −−=   
( ω≤≤ j1 , { }10,m j

i ∈ ) where ω  is the number of matching 
vectors. If an original input vector t

orgV  matches a matching vector,  
1−= t

i
t
i ee  ( 1−≤≤−∀ MiNM,i ) with index bits 

( tt
NM e,...,e 01−− ). If not so, t

i
t
i oe =  with the index bits. The index 

bits are used for specifying matching vectors matched or 
non-matching vectors. Note that inactive bits are t

ie  
( 1−≤≤−∀ MiNM,i ) when an original vector matches 
matching vectors, meanwhile active bits are remaining bits. In this 
paper, inactive bits hold the last values just as [5] for easy 
implementation. In the parts of inactive bits, there are no 
self-switching and coupling switching in both same and opposite 
directions between adjacent bus lines. The bitwidth of index bits is 

( ) ω+12log  at least. The bit line eM-1... e0 are aligned physically 
by the orders from bM-1 to b0 in terms of ordinality (see III-D.). 
The above process is illustrated in the following example. Figure 

4 shows the example. First, we explain the left example in the 
figure, where N=3, ( )1101 ,,V t

org =− , ( )001 ,,V t
org = , 1=ω  and 

( )001 ,,MV = . At time t-1, since the original vector does not match 
the matching vector, an encoded vector ( 1−t

encV ) consists of the 
original vector and an index bit where value of the index bit is 0 
(indicates unmatched vector). On the other hand, at time t, the 
original vector matches the matching vector. Therefore, the last 
encoded vector except for the index bit and 1, which represents 
matching, make an encoded vector ( t

encV ). Finally, the original 
vectors are encoded as ( )11001 ,,,V t

enc =−  and ( )1101 ,,,V t
enc = . We 

calculate the total effective capacitance according to parameters 
previously used, which is the sum of both self-capacitance and 
effective coupling capacitance. In type A, B, C and D transitions 
when self-capacitance is 1pF and σ  is 1.0, the average effective 
coupling capacitances are 0pF, 3pF, 0.8pF and 5.2pF, respectively. 
In consequence, power consumption is reduced from 2.43mW to 
0.648mW. A right example in the figure is another one to verify our 
asserting by using some input vectors. In this case, power 
consumption can also be reduced. 
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Figure 4: An example of our proposed approach 

 
C. Matching Vector Analysis 

 
In consideration of the following situation, our approach is 

suitable for narrow buses. First, the more N increases, the fewer 
matching ratio is. Second, the number of possible combination that 

needs to be evaluated for an N-bit bus is 2N. Hence, it is hard to 
apply the matching vector analysis to 62- or 128-bit wide buses. 
Therefore, we consider narrow buses after partition the buses into 
some blocks. In this paper, we partition a 32-bit data bus into 16, 8, 
4, 2 and 1 blocks that each block includes 2, 4, 8, 16 and 32-bit bus 
lines, respectively. We define each block bitwidth as bw. The 
following fact is obtained by simulation. In most cases, all bits of 
each block are 0. For example, when a data bus of an MPEG2 with 
a picture is traced for bw=2, 4, 8, 16 and 32, the appearance ratios 
of all 0 bit sequences are 76, 71, 63, 55 and 43%, respectively. 
These appearance ratios are extremely high. As a result of this fact, 
we use a matching vector ( )021 000 ,...,,MV bwbw −−= . 
 
D. Coding Overhead 
 
There are three factors of encoder overheads required for our 

approach. Those are a detector of matching vectors, multiplexers 
and registers. In a decoder, circuits needed are only multiplexers. 
Figure 5 shows block diagrams of implementation of the method 
for bw=4 and 1=ω . The circuits are very simple. Bus coding 
inherently introduces area, delay, and power overheads due to the 
coding circuits. Since our implementation has low overheads, our 
approach is applicable for on-chip buses. 
As you can see from the figure, there are strong symmetric 

properties for inputs of the bus lines. In consequent, delay skew 
between the bus lines has same variation as the variation of primary 
inputs of bus systems. When there are further more switching in 
same directions than opposite directions, to prevent the delay skew 
variation is desired in terms of power consumption (see Fig. 3). 
In this paper, we do not swap wires to avoid swapping cost. In 

principle, the implementation of wire swaps does not require any 
logic. In practice, however, it will have some impact at the physical 
level. It consequently may cause variation of effective coupling 
capacitance due to input arrival time variation. A detailed 
discussion on the implementation of the permutation network is 
described in [9]. However, to swap them may lead to reduce more 
coupling power over hardware cost of swapping. 
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Figure 5: Schematic diagrams of a 4-bit encoder(a) and a 4-bit 

decoder(b) (bw=4 and 1=ω ). 
 

IV. SOLUTION EXAMPLES 
 
We evaluate our approach using the MPEG2 and the Mibench 

embedded benchmark suite [16], which is a set of 35 commercially 
representative embedded programs divided into six categories 
including: Automotive and Industrial Control, Consumer Devices, 
Office Automation, Networking, Security, and 
Telecommunications. We use some applications from them, which 
are basicmath, bitcount dijkstra, FFT, GSM, lame, mad, patricia 
and tiff2rgba. The architectural simulators used in this study are 
derived from the SimpleScalar/ARM version 2.0 tool set [17], a 
suite of functional and timing simulation tools for the ARM ISA. 



Experimental conditions are same as previous ones. The number of 
data accesses for evaluation of each benchmark is 100,000. 
 Table 1 shows power saving results. The simulation results 
indicate success of our approach. However, in the case of bw=2, 
power consumption increases. The reason for this increase is that 
index bit lines consume quite power over power saving of original 
bus parts. We will study power reduction of index bit parts. 
 Table 2 shows the ratio of each capacitance type. As you can see 
in Table 2, the effective capacitance in same directions accounts for 
high percentage. It demonstrates that delay skew variation must be 
considered. Our approach is available to prevent this effect. 

 
Table 1: Power saving results 

4.179.729.043.54-18.8Avg.

5.7 13.3 16.5 4.1 -13.9 6.9 tiff2rgba

3.4 11.2 9.8 4.9 -16.5 9.6 patricia

2.2 11.2 9.1 4.3 -17.5 7.8 mad

6.0 9.9 4.5 -2.6 -20.9 8.3 lame

0.0 13.9 8.0 1.4 -23.1 8.4 GSM

8.6 7.2 2.4 -7.4 -25.3 11.4 FFT

2.4 5.8 4.4 4.3 -15.3 10.0 dijkstra

0.0 -2.1 15.0 19.8 -9.1 12.2 bitcount

4.2 13.1 9.9 2.2 -21.2 10.3 basicmath

9.2 13.7 10.8 4.4 -25.2 5.6 MPEG2

bw=32bw=16bw=8bw=4bw=2(mW)

Saving (%)Original power

 
 

Table 2: Distributions of effective capacitance (%) 

13.0 15.2 37.7 34.1 Avg.

12.2 15.1 38.6 34.1 tiff2rgba

12.0 16.5 36.4 35.1 patricia

17.0 14.2 35.9 32.9 mad

15.9 14.0 37.2 32.9 lame

8.7 17.8 37.2 36.3 GSM

14.7 13.2 39.6 32.5 FFT

12.8 15.0 38.2 34.0 dijkstra

12.0 17.8 34.3 35.9 bitcount

12.8 17.0 34.9 35.3 basicmath

11.9 11.5 45.0 31.6 MPEG2

Type DType CType BSelf cap.

Transition type

 
 

V. SUMMARY AND CONCLUSIONS 
 

We have presented a novel coupling-aware coding methodology, 
which is based on variable length coding. Our proposed method 
uses probabilistic information of input vector of buses. 
Experimental results show that to use characteristics of the input 
vectors is effective for power saving. In addition, the 
implementation of our approach has low hardware cost. 
We also have proposed new variation-aware power estimation 

towards deep-submicron designs, which consider the effective 
coupling capacitance variation due to arrival input time variation. 
With advancing technology process, a large variety of variations 
has been turning up. The variability must be a new concern about 
not only delay estimation but also power estimation. 
  From these results, the proposed methodology will be becoming 
a key concept for low-power bus design more and more in the 
future. 
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