
cation of  online and offline archives. Diskless, single disk, and machines without offiine storage are 
supported by the use of  networked resources for logging and archiving. 
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1 I n t r o d u c t i o n  

In order to provide powerful and reliable computers, many fault tolerant multiprocessor archi- 
tectures have been developped in recent years. These architectures can be subdivided into two 
categories : 

• loosely coupled category in which each processor has private ressources and communicates 
with other processors through message passing protocols, 

• tightly coupled category in which each processor directly accesses all the memory and I /O 
ressources and communicate with other processors through shared memory. 

Apart from N-modular redundancy techniques like the one proposed in System/88 [Harr87] or 
FTMP [Hopk78] computers which are valid for all types of multiprocessors, different means to 
tolerate processor failures are adopted dependent upon the type of architecture. 

One method of achieving fault tolerance on loosely coupled architectures uses a process-pair 
scheme. Every process running in the system is backed up on another processor. A primary process 
executes the main computation and is periodically synchronized with an inactive backup process 
that holds checkpoints. A checkpoint can be defined as a process state from which computation 
may be safely restarted if the processor running the primary process fails. Tandem [Bart87] and 
the recent Targon/32 [Borg89] systems are representative examples of this approach. 

The Sequoia architecture [Bern88] is a tightly coupled fault tolerant multiprocessor not using 
N-modular redundancy techniques. In this architecture, a non write-through cache memory is 
associated with each processor. This allows multiple writes on a memory block before the main 
memory cache is updated. Each processor locally performs memory updates within its cache and 
periodically checkpoints its state by flushing the cache and its internal registers to main memory. 
Modified data  is flushed on two distinct memory modules to handle memory and processor failures 
during a flush operation. 

At IRISA, we propose a new approach : the design of a fault tolerant architecture based on 
a specialized memory : the Stable Transactional Memory (STM). The STM contains a set of 
consistent structures which can only be handled inside transactions. 

2 T h e  Stab le  Transac t iona l  M e m o r y  

The concept of Stable Transactional Memory is the result of our investigation in the use of the fast 
stable storage technology to build reliable applications. In our first experience, the implementation 
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of the ENCHERE system [Bana86a], fast stable storage memories have been used to provide 
efficient commit protocols. A second experiment of this concept has been studied in the GOTHIC 
system, the purpose of this system is to provide a distributed operating system on a network of 
loosely coupled multiprocessor architectures. 

The main features of this second release of the stable storage can be summarized as follows 
[Bana88] : 

a u t o n o m y ,  the stable storage board is able to take some decisions. For instance, it can decide 
that a processor, accessing it, is faulty and then initiates a reconfiguration. 

a u t o - p r o t e c t l o n ,  the stable storage has mechanisms to protect itself against a processor failure. 

a t o m i c  t r a n s a c t i o n s ,  the stable storage board provides an atomic transaction facility (atomic 
sequences of read or write accesses) on groups of objects. 

This stable storage has been integrated into a multiprocessor architecture (fig 1) by associating 
a stable storage board to each processor. Every process in the system can allocate stable memory 
and access stable objects (e.g. checkpoints). No backup process is needed since the stable memory 
board associated with each processor can be accessed by another processor through the global bus 
to retrieve stable objects (e.g. checkpoint) after a processor crash. 
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Figure 1: A GOTHIC multiprocessor architecture 

Currently, many reliable applications have been built on this architecture, in particular a re- 
liable stable memory manager [Mull88] and a reliable communication subsystem [Bana89], [Mori90] 
are implemented. 

The GOTHIC experience has convinced us that programming reliable applications takes advan- 
tage of the built-in atomic transactions features of the stable storage. However, the multiprocessor 
we used could not be extended to provide a real fault tolerant multiprocessor architecture, (only 
one bus, only one transaction at a t ime . . . ) ,  so we decided to investigate more deeply the fault 
tolerant architectures based on the stable transactional memory concept. This concept can be 
considered as the generalization of the stable memory provided in the GOTHIC architecture. In 
the next sections we consider how this concept can be used to construct fault tolerant architectures. 

3 Thightly  coupled fault tolerant mult iprocessor architec- 
ture 

Traditionnally,  thightly coupled multiprocessors allow data sharing between multiple caches by 
keeping cached copies of memory blocks coherent with respect to shared memory. This is difficult 
to achieve in a fault tolerant environment due to the need to save global checkpoints in shared 
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memory. Current solutions avoid this problem, they forbid data sharing between caches [Bern88]. 
Our solution to this problem is based on the use of a stable transactional memory (STM) instead 
of the common memory (fig 2). The atomic transaction (or atomic action) provided by the STM 
is very close to those described in [LampS1], but at the cache level. 
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Figure 2: A fault tolerant tightly coupled multiprocessor architecture 

In our architecture, process states are locally modified within non write-through caches and 
atomically updated into the STM using the hardware transaction mechanism provided by the 
STM itself. Sharing of memory blocks between multiple processes is handled by a cache coherence 
protocol very close to the one used in standard shared memory multiprocessors. Caches log de- 
pendencies between processes sharing memory blocks and dependent process states are updated 
atomically. Here we do not detail the protocols we have designed, they are described in [Bana90a]. 

4 F a u l t  t o l e r a n c e  f o r  o p e n  s y s t e m s  a r c h i t e c t u r e  

The Fault Tolerant Multiprocessor (FTM) [Bana90b] system aims at providing a general purpose 
open system in which hardware and operating system failures are masked to the user.We identify 
three main subjects of interest : special hardware support for standard architecture, design of a 
reliable kernel, fault transparence to user programs. 

Special hardware support 

Our goal is to design fault tolerant computeL's from various standard architecture components. 
This approach is very similar to the GOTHIC one and consists in associating a STM board to 
every processor (Node). The overall principle is to have redundant access path to each subsystems 
(STM, mirrored disks, ..). The actual FTM prototype (fig 3) is built from two loosely coupled 
multiprocessors interconnected by a fault tolerant link (FTL). Every STM board possesses a 
recovery access only activated by the STM !in presence of crash of its processor. Two processors of 
the two multiprocessors are coupled by their STM recovery access to form a Stable Pair of Nodes 
(SPN). In normal service, no node is dedicated to backup. On the other hand if one node fails, 
the other node of the SPN resumes its work. 

The reliable kernel 
The major aspects of the kernel are protection, fast restart and portability. Before accessing or 
modifying any stable object, the programmer must call an "open_object" command (provided by 
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the STM). Any reference to a close object is detected by the STM which signals its occurence to 
the kernel. Operations on stable objects have to be part of STM transactions. In case of failure, the 
transaction is aborted and the object initial states are restored by the STM. Then, the second node 
of the SPN can restart computations directly from STM objects, without repairing any erronous 
state. 

To enable generalization of the FTM, the kernel has to be easily portable. In order to do so, the 
FTM kernel is compatible with and built from the MACH/OSF1 kernel [Acce86]. Some standard 
services of OSF1 as virtual memory and I /O handlers are replaced by reliable ones which are based 
on STM transactions. 

F a u l t  t r a n s p a r e n c y  

A user program can be designed in two different ways on the FTM. First, a reliable program can be 
written using STM objects and transactions. Second, an existing software may be adapted to the 
FTM. Thus, the hardware faults must be masked to the user. This is acheived by the Distributed 
Shared Memory sub-system Management which is a secure Single Level Store derived from the 
GOTHIC one [Mich89] [Roch90]. 

5 Conc lud ing  remarks 

This short note has reviewed our ongoing researches on fault tolerant architectures based on the 
Stable Transactional Memory mechanism. We have just completed the design of the hardware 
architecture of the FTM and currently we are investigating the integration of STM facilities into 
operating system kernels in order to make them fault tolerant. 
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