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Abstract 
A critical computational requirement for many 

of the decision technologies in the fields of MS/OR, 
AI/KBS, and DSS is the development and manipu- 
lation of a network describing the relationship 
between "actors" involved in the application of the 
decision-technology to a specific problem. The 
manipulation of such networks using Boolean 
arrays and functions is well known in the APL 
community (see bibliogqraphy). ORen in such net- 
works it is important to identify circular conditions 
as a preprocessing step, but the techniques to 
accomplish oRen yield incomplete information. 
This paper describes a simple and efficient method 
to find all circular conditions as a preprocessing 
step. 

This paper is a subset of a longer paper (For- 
dyce, Jantzen, and Sullivan, 1990) which describes 
how we can fully build and manipulate a function 
network with Boolean arrays including focusing 
networks, finding circular conditions, and grouping 
functions based on relative independence to identify 
parallel computational opportunities and substan- 
tially reduces the non-procedural aspect of the prob- 
lem. 

Introduction 
A critical computational requirement for many 

of the decision technologies in the fields of MS/OR 

(PERT/CPM, Markov chains, decision trees, Baysien 
analysis, MRP, simulation, ...), AI/KBS (evidential 
reasoning, truth maintenance systems, propositional 
logic, rule based inference, frames and semantic 
nets, _..),-and DSS (worksheet or financial planning 
models, data / entity models, ...) is the development 
and manipulation of a function network describing 
the relationship between "variables," "objects," or 
"actors" involved in the application of the decision 
technology to a specific problem. 

A critical problem in many network problems is 
identifying groups of variables or functions that 
have a circular relationship. That is: A depends 
on B, 8 depends on C, C depends on A, therefore A 
depends on A, etc. An example using function nota- 
tion would be: 

V1 = f (V2,  V3) 

V2 = g(V1, V3) 

v3 = h (v l ,  v2) 

An example of such a condition in manufactur- 
ing would be: The machine a lot is assigned to 
depends on the estimate of how far ahead or behind 
(delta) of schedule the lot is. The delta schedule 
estimate depends on the machine the lot is assigned 
to. 

In systems of algebraic equations circular condi- 
tions are a simultaneous set of equations. An 
example of one that oRen occurs in financial plan- 
ning models is: 

PROFIT = REVENUE - (EXPENSE + BONUS) 
BONUS = . 9 5  x PROFIT 

In  this case REVENUE and EXPENSE are input  vari-  
ab]es, and PROFIT and BONUS are ca]cu]ated and cir- 
cular. 

This paper describes a simple method to find 
such relationships. All code is in APL2. 

Example Problem 
Throughout the rest of the paper we will use 

the following example to demonstrate how to find 
circular relationships. This example has nine 
relationships and three circular relationships: 

i .  AA = FNI (AA,A) 
Read the variable AA is a function of the 
variables AA and A through the function FNi. 
Therefore AA depends on AA and A. 

2. BB = FN2 (AA) 
3. C = FN3 (BB,AA) 
4. D = FN4 (E,AA) 
5.  E = FN5 (D,BB)  
6 .  F = FN6 (E ,D)  
7. G = FN/ (H,F,AA) 
8. H = FN8 (I)  
g. I = FN8 (G,BB) 

APL Quote Quad 1 
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Generating The Base Boolean Matrices 
The first items we need to generate are two 

Boolean matrices called INMATIP (IP is for 
INPUT) and INMATOP (OP is for output). 

INMATIP records which variables are input 
variables for which functions. INMATIP has one 
row for each variable, and one column for each 
function. A cell gets a I if the column variable is 
in the "input portion" of a function, else a O. For 
our example INMATIP is: 

INMATI P MATRIX 
FN1 FR2 FN3 FNq FN5 FN6 FN7 FN8 F~/9 

AA 
A 

BB 
E 
D 
H 

F 
I 
G 
C 

1 1 1 1 0 0 1 0 0 
1 0 0 0 0 0 0 0 0 
0 0 1 0 1 0 0 0 1 
0 0 0 1 0 1 0 0 0 
0 0 0 0 1 1 0 0 0 
0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 

INblATOP records which variables are output 
variables for which functions. INMATOP has one 
row for each variable, and one column for each 
function. A cell gets a I if the variable is in the 
"output portion" of a function, else a O. For our 
example IINblATOP would be: 

I NMATOP MATRIX 
FN1 FN2 FN3 FN4 FN5 F#6 FN7 FN8 FN9 

AA 
A 

BB 
g 

D 
H 
F 
I 
G 
C 

1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 
0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 1 0 
0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 1 0 0 
0 0 1 0 0 0 0 0 0 

Building such matrices by parsing the notation 
like "AA = FNI (AA,A)" is a well-known process in 
APL. 

Generating All Variable Links 
The function FAR_ALLLINK (shown on page 

4) will find all dependencies between variables by 
manipulating INMATIP and INMATOP. A cell 
gets a i if the variable associated with the column 
is directly or indirectly an input to the variable 
associated with the row. For example C has indi- 
rect dependency on the variable A (C depends on 
AA, AA d e p e n d s  on  A). T h e r e f o r e  t h e  cell  (C,A)  
h a s  a v a I u e  3.. A g a i n  th i s  is a w e l l - k n o w n  p roce -  
d u r e  in  A P L .  T h e  s y n t a x  is: 

LEVKL_ALL_VAR_LINKS÷INMATIP VAR_ALL_LINK INMATOP 

F o r  o u r  e x a m p l e  t h i s  m a t r i x  is: 

LEVEL_ALL_VAN_LINKS MA TRIX 

0 AA 
U A 

T BB 
P E 
U D 

T H 
F 

V I 
A G 
R C 

INPUT VARIABLES 
AA A BB E D H F I G C 

1 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
1 1 0 0 0 0 0 0 0 0 
1 1 1 1 1 0 0 0 0 0 
1 1 1 1 1 0 0 0 0 0 
1 1 1 1 1 1 1 1 1 0 
1 1 1 1 1 0 0 0 0 0 
1 1 1 1 1 1 1 1 1 0 
1 1 1 1 1 1 1 1 1 0 
1 1 1 0 0 0 0 0 0 0 

Finding Circular Relationships 
Step 1, If a variable is a circular variable (CV) 

then it has a dependency on itself. If this depend- 
ency situation exists, the upper Iei% to lower right 
diagonal element of LEVEL_ALL_VAN_LINKS 
corresponding to that variable has a I; else a O. 
In our example this diagonal is 

LEVEL_ALL_VAR_LINKS DIAGONAL 

INPUT VARIABLES 
AA A BB E D H F I G C 

0 AA 1 
U A 0 
T BB 0 
P E 1 
U D 1 
T H 1 

F 
V I 
A G 
R C 

Therefore the circular variables are: 

0 
1 

1 
0 

AAEDH 
I G. The following APL2 expression will get this 
for you: 

VARLIST÷'AA" 'A '  "BB' 'E '  'D '  'H '  "F" ' I '  'G' 'C" 

CV ~ ( ( 1  1 )  ~ LEVEL_ALL_VAB_LIRKS) / VABLISZ 

Step 2, n o w  we need a method to organize 
these circular variables into the groups based on 
the variables that "circulate" together. 

W e  generated a reduced version of 
LEVEL_ALL_VAN_LINKS t h a t  h a s  o n l y  t h e  r o w s  
and columns of the circular variables. For Example 
2 we get: 

0 AA 
U E 
T D 
P H 
U I 
T G 

INPUT VARIABLES 
AA E D H I G 

1 0 0 0 0 0 
1 1 1 0 0 0 
1 1 1 0 0 0 
1 1 1 1 1 1 
1 1 1 1 1 1 
1 1 1 1 1 1 
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Variables with the same row pa t t e rn  o f  one 's  
and zero's "c i rcula te"  on each other .  There fore  AA 
is a group by itself, E and D form a second group, 
and H, 1", and G form the third group. 

The APL2 funct ion C I R C U L A R  (listed on page 
4) finds all c i rcular  groups. The syntax is: 

CIRCUL_LIST_VAR÷VARLIST CIRCULAR LEVKL_ALL VAR_LI#KS 

Conclusion 
In this  paper  we have presented  a clean and 

fast method for finding c i rcular  re la t ions  in '  net- 
works.  The algori thms presented  here  are a d i rect  
resu l t  of  APL's  a r ray  data s t ruc tu res  and Boolean 
functions.  APL has a long his tory of  using Boolean 
a r rays  to make difficult  problems easy. 
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Functions Ior Finding Circular Relationships in Networks 
V 

[03 VARLINKS÷INMATIP VAR_ALL_LINKS INMATOP;JK 
[13 A This finds all linkages between variables 
[23 ~ Rows are output variables 
[3] A Columns are input variables 
[43 VARLINKS÷INMATOPv.^~INMATIP 

[53 LIO: 
[5] JX÷VARLINKS 
[7] VARLINKS÷VARLINKSv(VARLINXSv.^VARLINKS) 
IS3 ÷(-JK~VARLINKS)/LiO 

V 

V 
[03 CIR_GROUP÷LIST CIRCULAR ALL_LINK;CIR_ID;CIR_LIST;ORDER 

[13 n 
[2] A Finding the circular or SIMO variables or functions 

[ 3 ]  . 
[4] R LIST is fnlist or varlist 
[5] n 
[63 hALL LINK is LEVEL_ALL_VAR_LINK or LEVEL_FN_VAR_LINK 

[7] n 
[8] CIR_ID÷(I I~ALL_LINK)/tI÷pALL_LINK 
[9] CIR_LIST÷LIST[CIR_ID] 
[I0] n 
[II] n Grouping the circular or SIMO variables 
[12] ALL_LINK÷ALL_LINK[CIR_ID;CIR_ID] 
[13] ALL_LINK÷21~ALL_LINK 
[14] ORDER÷~ALL_LINK 
[15] ALL_LINK÷ALL_LINK[ORDER] 

CIR_LIST÷CIR_LIST[ORDER] [15] 
[17] n 
[183 

V 

V 

[o] 
[I] 
[2] 
[3] 
[~] 

[6] 
[7] 
[8] 
[9] 

CIR_GROUP÷ALL_LINKcCIR_LIST 

Z÷X ODA Y;JK;JKI;N;I 
R This function is an alternative to X v.^ y 
Z÷((l+pX),(-l+pY))pO 

R Initialize the outcome matrix 
R This is initialized to all zeroes (0). 
s It has the same number of rows as X, 
, and the same number of columns as 
JK÷t-I÷pX 

m This is a list of the columns in X 
[I0] s If X has six columns then this JK is I 2 3 4 5 6 

[113 N÷I+pZ 
[12] s Number of rows in Z 
[13] I÷l 
[143 R I is the cycle counter 
[15] LlO: 
[15] ~ Start of loop which produces Z 

[17] JKI÷X[I;]/JK 
[183 ÷(O=I÷pJKI)/L20 
[19] JKI÷Y[,JKI; ] 
[20] JKI÷v/[I]JKI 
[21] Z[I;]÷JKI 
[223 L20: 
[23] +(NaI÷I+I)ILIO 
[243 ~ Check if completed each row of X, if not branch to LIO 
[ 2 5 ]  ÷ 0  

V 
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