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The Timing Drive Placement (TDP) system balances wira- the global placement process the timing of the chip is evalu- 
bility and timing constraints so that the final released design ated dynamically together with the wirability. The result is a 
meets timing criteria. This is achieved by dynamically evaluat- global placement, which controls the detailed placement pro- 
ing the timing of critical paths during placement. TDP is sig- cess that follows. The major advantage of TDP is that timing 
nificant because convergence to a timed wirable solution early and wirability are accurately predicted early in the design 
in the physical design cycle is achieved, or else it becomets effort, without expending time and energy in the detailed phys- 
apparent that logic changes are required. ical design portion of the design cycle. 

INTRODUCTION PROCESS 
In the past, physical layout programs were designed prim- 

arily for obtaining a wirable layout on a chip, without regard to 
performance considerations. This was satisfactory as long as 
the delay attributable to wire length was small compared with 
the delay of the circuit itself. However, the problem of meeting 
timing specifications is especially severe for today’s dense 
CMOS FET technologies where typically 50% of a circuit’s 
delay is attributable to inter-circuit wiring capacitance. Conse- 
quently, a placement which is wirable often contains paths 
with excessive delays. 

This paper describes a methodology for :standard cell or 
gate array designs (Ald87). For the purposes of design only, 
the chip image is divided into equal-sized rectangles called pre- 
cincts. The size of the rectangles is chosen to be small enough 
so that one can still obtain resistance and capacitance estimates 
with sufficient accuracy to predict the timing performance of 
the chip. For example, for 9.4’MM chips we use 120 precincts. 

The logic is partitioned into segments, each of which fits 
into one of the precincts. The segments are then placed into 
the precincts to form an initial global placement. 

Recently, several approaches have been developed which 
optimize not only for wirability, but also for timing. Reference 
Hau87 contains an excellent discussion of the problem and a 
more detailed description of alternate approaches than we pre- 
sent here. 

An early approach (Wol78) consisted of first completing 
placement, then performing timing analysis. If timing verifica- 
tion indicated that several paths did not meet their timing 
requirements, individual circuits were allowed to change their 
location. More recent approaches have in common that they 
limit net capacitance. In one approach, the placement program 
is instructed to preferentially shorten nets contained in critical 
paths as determined by timing analysis (Tei86). Reference 
Hau87 describes a placement method that places capacitance 
limits on all nets as determined by timing analysis. 

In this initial global placement phase (also called segment 
placement) we include in the placement evaluation function - 
in addition to wiring metrics - a metric that is essentially a set 
of equations for timing critical paths as a function of place- 
ment. After each move, the equations are re-evaluated; this 
dynamic evaluation is called “parametric timing analysis”. 
Since the circuits within a segment will remain together during 
the segment placement phase, circuit delays within the segment 
may be computed based on a small capacitance adder that 
approximates the wire length of the final placement with reaso- 
nable accuracy. Similarly, inter-segment nets can be assigned a 
larger capacitance adder because it is known that on average 
these “global” nets are larger than the intra-segment or “local” 
nets. Thus early in the design cycle a more accurate estimate of 
chip timing than that based on fanout alone is obtained, 

However, timing is not determined by the behavior of 
individual nets, but rather by combinations of nets which we 
call paths. In general, for the method of limiting individual net 
capacitances to work properly, an averaging effect must be pos- 
tulated - some nets on a path may exceed their allowance, 
which must be compensated for by other nets that do noIt 
exhaust their allowance. Capacitance limits do not address this 
problem directly, because the placement algorithm optimizes 
nets without regard to paths. 

After segment placement, both wirability and timing are 
improved by moving or “migrating” individual circuits from 
precinct to precinct. After each trial move affecting a critically 
timed path, a timing analysis (“incremental timing analysis”) is 
performed on that path to determine acceptability. A complete 
timing analysis is performed after each major step. Figure 1 is 
a high level diagram of the process. 

Most recently a hierarchical approach to correct this prob- 
lem has been described (Mar89); this aproach uses capacitive 
weights, effectively based on timing analysis, which are recom- 
puted at each level of the hierarchy. 

We now introduce a new approach whereby the placement 
process is divided into a global step and a detailed step. During 

The result is a global placement made of precinct areas 
and an assignment of each circuit on the chip to a precinct. 
The detailed placement phase honors the global placement 
assignment, and optimizes the placement of circuits within 
each precinct area. 

We will now discuss in more detail the significant parts of 
the process; namely timing analysis, partitioning, and 
placement. 
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Figure 1. TDP Process 
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TIMING ANALYSIS 
The principals of timing analysis have been well docu- 

mented in previous papers (Hit82, Hau87). TDP’s timing anal- 
ysis function satisfies the following requirements: 

I _ Compute delays reasonably fast. In our case, the delay 
equation for each circuit is a 5 term equation with varia- 
bles for transition times, and load capacitance; an addi- 
tional term is used for RC delay. 

2. Accommodate different capacitance calculations for wire 
length: 
a. Without placement or partitioning information - i.e. 

based only on an estimate of capacitance per 
connection. 

b. With partitioning information, where the wire capacit- 
ance is computed as Kl x fanout for global connections 
and K2 x fanout for local connections. This term can be 
estimated from the wire length estimation method deve- 
loped by one of us (Don79, Hel84). For a wiring capac- 
itance of .2 ff/ urn, K2 is ,133 pf/ fanout. Roughly, K I is 
five times the size of K2. 

c. With global placement information, where the wiring 
capacitance can be estimated fairly accurately for the 
global connections using a minimal spanning tree 
(Pre88) to connect precinct centers. This is somewhat 
conservative on average, but is balanced by various 
effects that occur during detailed placement and routing 
(i.e. some nets - because of wirability constraints - 
are elongated during either placement of routing). 

3. Include an estimate of the resistance in the net for compu- 
tation of the RC term for the delay calculation steps after 
partitioning. After partitioning but before the segment 

placement step, the resistance is estimated as a constant 
times the estimated capacitance. After segment placement, 
wire resistance is calculated using the center of the pre- 
cinct for each circuit I/ 0 location and the minimal span- 
ning tree algorithm as is done for capacitance. 

4. Work incrementally (in addition to batch operation) - i.e. 
when a circuit changes its assigned precinct -the timing 
analysis should re-evaluate only those transitions, arrival 
times, and expected arrival times, which are affected by 
the change, 

5. Compute the slack for each path. 

PARAMETRIC TIMING ANALYSIS 
Path analysis for global placement was developed based on 

the two level hierarchy. We do not have to be concerned about 
nets contained within segments, since their delays will stay con- 
stant during segment placement. Since the delays of global nets 
are not known before global placement, a set of slack equations 
in terms of the delays on global nets must be prepared. This is 
accomplished in two steps by: 

1. Deriving a simple delay equation for each global net, 
which is a two-piece linear equation. This takes into 
account the possibility of inserting a buffer circuit when 
the capacitance becomes large. We subtract the nominal 
wiring delay based on partitioning, so that this equation 
represents a correction for the delay of the net. The equa- 
tion is: 

C<Ccrit: DC = a*(C - Cnom) 
C>Ccrit: DC q b*(C - Cnom) 

where C is the total capacitance of the net i.e. wire plus 
circuit capacitance, Ccrit is the capacitance above which 
the buffer is inserted, DC is the delay correction for the 
delay from the partitioning estimate, a and b are the slopes 
of the delay curve for the buffered and unbuffered circuits, 
and Cnom is the nominal capacitance based on the parti- 
tioning step. 
We now denote by “term” the parameterized delay equation 
above together with the set of segments that make up the 
end points of the global net. 

2. Propagating the terms through the network to obtain the 
set of equations that the segment placement program uses. 
In principle, the second step could yield an exponential 

number of slack equations because of the multiplicity of paths 
on a chip. Several measures are required to keep the number of 
such equations within a manageable limit: 

1. The number of different types of different global net delay 
equations is limited as much as possible. 

2. Paths which are identical are recognized and only the 
worst case arrival times are retained. 

3. A significant amount of pruning is done in the propaga- 
tion step. 
For the first step above, all global nets which have the 

same global configuration (i.e. drivers and sinks are distributed 
into the same set of segments) are treated simultaneously. The 
global net with the worst slack is fitted first - and the pro- 
gram attempts to fit the other nets with the same equation. 
Should the deviation for a net with significant slack become too 
large, another form of the slack equation is generated for this 
set of nets. 

It is general practice in timing analysis to generate a tim- 
ing graph from the logic description (Hen73); the nodes of the 
graph hold arrival times and may refer to input or output pins 
of the logic circuit, while the directed edges may refer to circuit 
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delays or wire delays. If the delay of a directed edge includes a 
term as defined above it is a global edge. If not, it is a local 
edge. 

Only a forward propagation step is required; instead of 
arrival times, each node of the timing graph contains a set of 
equations, each of which is the sum of a nominal arrival time 
plus a set of terms. Identical sets of parameterized delays are 
recognized with a hashing scheme. Propagation contains three 
phases: 

I. Propagate across a local edge, where only arrival times of 
the different equations have been changed. 

2. Propagate across a global edge. As this occurs, each equa- 
tion is augmented by an additional term. 

3. Merge several different edges, where the equations arrive 
in an ordered form and - as stated before - only t.he 
worst case path is taken for identical cases. Pruning is also 
done in this phase. The most effective form of pruning is 
to simply limit the number of paths handled at each node, 
and keep those with worst case nominal arrival times. 

At the capture points (data input to a latch or primary 
output) the expected arrival times are subtracted from the 
nominal arrival times. Further subsumption of identical equa- 
tions is done in a final merge. This final set of equations with 
their associated slacks is then used by the initial global place- 
ment phase (by the segment placement program). 

These steps enable the sum of all the slack equations for a 
typical 9.4 mm chip to be restricted to about 40,000 equations. 

INCREMENTAL TIMING ANALYSIS 
When a circuit changes its assigned precinct or segment 

during a migration step, timing analysis is performed imme- 
diately to evaluate the move. The timing graph that represents 
the logic description (described in the previous paragrap’h) 
remains largely intact and is updated by the set of changed cir- 
cuits. Edges (delays) are updated from the new placement or 
partition and only affected arrival or expected arrival times are 
recomputed, and the corresponding nodes are updated. Typi- 
cally, a trial move of one circuit to a different precinct affects 5 
to IO circuits and the evaluation requires less than -1 seconds 
on a 3090 model 200 CPU. 

PARTITIONING 
The objective of the partitioning step is to divide the cir- 

cuits into the required number of segments, minimizing the 
number of global nets, i.e. nets which span multiple segments. 
To accomplish this a tree structure of successive bi-partitions is 
used. At each leaf of each level of the tree the relative size and 
the minimum and maximum size in cells of each bi-partition 
are calculated. The algorithm used to minimize the cutset fol- 
lows the work of Krishnamurthy (Kri84). We use the following 
features: 

1. The starting bi-partition at each leaf is not random but 
uses the design process (the circuit sequence number) to 
aid in selection. 

2. Nets are divided into two categories, global (those pre- 
viously cut) and local. Gain vectors and cut sets are main- 
tained for both categories. A higher weight is assigned to 
cutting a previously uncut net than is assigned to one that 
is already global. 
Good partitioning helps the segment placement phase 

enormously by reducing the number and types of global nets. 
Therefore, improvement of this partitioning phase is under- 
taken through the use of two circuit migration programs: 

I. The first program attempts to reduce global nets (iif possi- 
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ble) or the average Rent exponent cPre88) by moving cir- 
cuits from its segment to any other segment that a net on 
the circuit goes to. 

2. The second program employs incremental timing analysis. 
Nets are sorted on the basis of worst sla’ck and attempts 
are made to improve the slack of these critical nets by 
reducing the number of segments these nets attach to. 
After partitioning and improvement we have found that 

the number of global nets is about 40% of th’e total nets and 
the average Rent exponent ranges from .65 to .72 depending on 
the design. 

SEGMEN’T PLACEMEN’T 
Segment placement uses a simulated annealing algorithm 

(Kir83). The cost function is a composite of both wiring and 
timing cost functions. Standard techniques are employed - 
i.e. an initial set of 10 random placements is used to set the 
initial temperature. After this, a fixed number of moves (a 
move is the swap of a segment in one precinct with a segment 
in another precinct) is tried at each temperature, until that 
number is exhausted or a given number of m.oves has been 
accepted; the temperature then is multiplied by a fraction to 
determine the next temperature. The assignment of chip I/O’s 
is also evaluated during annealing. 

Wiring Cost Function 
In determining the cost function for the placement of 

segments in precincts, both local wiring and global wiring 
must be evaluated. Local wires connect circuits within the pre- 
cinct only. Global wires connect circuits that are in different 
precincts. The cost function is the ratio of the estimated wiring 
to the available tracks (wiring channels) on the chip. 

Local wiring 
One can estimate demand for tracks from local wires from 
wirability theory (Don79, He184) as one knows the 
number of circuits and connections within each segment. 
When a segment is assigned to a precinct during place- 
ment, the precinct gets this value known as the local pre- 
cinct demand. 

2. Global wiring 
This calcuIation is considerably more complicated than the 
local wiring calculation. We account for global wiring in 
two ways: 
a. First, account for wires that cross a precinct boundary 

to connect to a circuit I/ 0 in that precinct; in this case 
we essentially count the number of global nets crossing 
these precinct boundaries. This is the cut demand. 

b. Second, account for wires that do not connect to a cir- 
cuit I/ 0 of the precinct in question, but nonetheless 
must cross through the precinct to connect circuits in 
other precincts to one another. A stochastic method is 
used to compute the demand these global wires have 
inside the precincts. This is the global precinct demand. 
Consider a net which must cross some partial combina- 
tion of seven precincts to arrive at its destination. Please 
refer to figure 2. To go from precinct 7 to precinct 3, 
the net would take one of these route:;: 4-l-2, 4-5-2, 
4-5-6, 8-9-6, 8-5-6, or 8-5-2. The probability that the net 
will traverse one of these seven non-end point precincts 
is the number of paths through the precinct divided by 
the total number of paths (e.g. probability = .5 for pre- 
cinct 5). This is calculated rapidly using binomial 
coefficients. 

The global precinct demand is added to the local precinct 
demand to form the precinct demand. 
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For both cut and precinct demand we also know the cor- 
responding tracks available - which we call the capacity. We 
can have both a cut and a precinct cost function by taking the 
ratio of demand to capacity for each item. These ratios are 
raised to some power to reduce the spread between the smallest 
and largest value and summed to form the cut and precinct 
cost. Each cost is multiplied by some weighting term and 
added together to obtain the wiring cost. 

The program to evaluate the wirability is able to work 
incrementally for each change in placement of a segment in 
segment placement, or a circuit in circuit migration, 

Timing Cost Function 
To describe how timing is evaluated during the annealing 

process, we introduce the following definitions: 
1. A “Form” gives the constants a,b, and Ccrit used in the 

delay formulas defined previously in the paragraph on 
Parametric Timing Analysis 

2. A “Term” consists of a Form followed by a segment list. 
3. An “Equation” consists of a nominal slack followed by a 

list of terms. 
4. “Baseslack” is a value of slack such that equations yielding 

slack higher than this value are not considered in 
placement. 
Files containing terms and equations are used to define 

data structures which permit efficient evaluation of changes. As 
segments are interchanged, global nets which connect to these 
segments are evaluated for changed capacitance which results 
in changed terms and corresponding changes in delay. Changed 
terms result in changed equations and thereby changes in the 
slack of these equations. 

Each equation contributes to the timing cost if its slack is 
worse than the base slack; the timing cost is the summation of 
these differences raised to some power. Not all equations need 
be considered. If the nominal slack of an equation is suffi- 
ciently positive, no segment placement is possible that will ena- 
ble the slack to degrade to the baseslack and therefore the equa- 
tion can be dropped. Thus an input parameter (base slack) 
allows one to reduce the total number of equations considered. 

TDP is written in PLI and operates on a VM system. 
Most chips require 8 MEG of storage. Chips with more than 
35,000 equivalient circuits (an equivalent circuit is a 2 way 
NAND) require 16 MEG. The CPU time for the entire TDP 
process for a typical chip of 30,000 equivalent circuits, is 4 
hours on an IBM 3090 model 200 CPU, which is a 28 MIP 
machine. This excludes detailed placement and wiring times. 
Table 1 shows times of the major steps for 2 designs. During 
the TDP process, analysis and changes to operating parameters 
take place and normally a single pass takes 1 - 2 days. It has 
been our experience that starting with consistent design data 
about 3 iterations through TDP are required, taking about 6 
working days. However after successfully running TDP, the 
detailed design requires only 1 pass. 

TABLE 1. CPU Time 
Chip 4 

No. of Equiv. Ckts. 11,500 
No. of Precincts 60 
Partitioning* 12 
Timing Analysis* 6 
Equation Generation* 3 
Placement* 15 
Circuit Migration* 8 
*Times are IBM 3090/ 200 minutes 

Chip 5 
3 1,400 

120 
39 
19 
5 

56 
12 

RESULTS 
It is of prime importance that TDP’s wirability and timing 

estimates accurately predict the final design. 
The precinct and cut cost funcitons correlate to the effi- 

cacy of the final detailed routing. We have found consistently 
that if the worst cut cost after the circuit migration for wiring 
step is less than .8, and if the worst precinct cost is less than 
1.3, the chip will be wirable. Typically, when cut costs are 
below .7, and precinct costs are below 1 .O, the detailed routing 
program routs all wires i.e. no wires remain to be added manu- 
ally. When the worst cut costs are between .7 and .8, and worst 
precinct costs are between 1 .O and 1.3 the number of wires to 
be added manually is between 0 and 100 (Table 2). 

Timing will be accurately predictable if: 
1. the capacitance estimates from TDP match the final 

capacitance, 
2. the precincts constrain placement effectively, 
3. the capacitance limits for critical nets are respected by the 

router. 

TABLE 2. Cut aud Precinct Costs vs. Wirability 

Worst CQStS 

Hor. Vert . Hor. 
cut cut Pet. 

Chip 4 .39 .45 .75 
Chip 5 .73 .75 1.05 
Chip 6 .80 .79 1.34 

Manual 
Vert. Wires 
Pet. Added 
.73 0 
.ll 29 
.29 104 

This is the case. Table 3 illustrates that TDP’s timing 
analysis results - based on the global placement - compare 
well with the results from a timing analysis run on the final 
placed and wired chip. 

Experiments were run to compare a conventional non- 
performance oriented approach (non-TDP) with the TDP 
approach. Both approaches have in common that the IBM 
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TABLE 3. TDP Slacks vs. Final Slacks* 
TDP Final Difference 

(% cycle) (% cycle) (% cycle) 
Path I 4.6 4.6 0.01 
Path 2 8.4 6.5 +1.9 
Path 3 8.4 6.2 +2.2. 
Path 4 8.2 10.0 -1.8 
*for 7.5 MM chip 

Engineering Design System is used for detailed design includ- 
ing placement (simulated annealing) and wiring (global router 
and mazerunner). The major difference is that with TDP the 
global placement controls the detailed placement. Table 4 com- 
pares the wirability of TDP with the non-TDP approach based 
on the number of wires to be added manually in each cas,e. 

TABLE 4. Wirability - Number of Manual Wires Required 
Non-TDP TDP 

Chip 4 0 0 
Chip 7 0 3 
Chip 5 3 29 

These additions are used to measure wirability rather than wire 
length since the chip meets performance constraints. The table 
indicates that TDP degrades wiring slightly over the conven- 
tional approach. Table 5 shows the improvement in slack as a 
percent of cycle time for 9 chips using TDP versus the non- 
TDP or convention31 design approach. The results were tabu- 

TABLE 5. Cycle Time Improvement 
Worst Slack Improvement 

(% cycle) 
Non-TDP TDP (% ““e) 

Chip 1 -17.3 - 6.4 10.9 

Chip 2 -20.4 - 2.9 17.5 

Chip 3 -12.9 - 6.6 6.3 
Chip 4 - 9.3 - 1.8 7.5 

Chip 5 -10.2 - 4.7 5.5 

Chip 6 -21.4 - 4.3 17.1 

Chip 7 -18.3 - 3.8 14.5 

Chip 8 - 1.1 + 4.4 5.5 

Chip 9 -20.0 -13.0 1.0 

lated after detailed wiring but before any manual corrections 
such as adding unrouted wires or buffer circuits were made. 
Although all chips except Chip 8 still had some negative slacks 
after TDP, the distribution of slacks was improved considera- 
bly with TDP. This is shown in figure 3 for a typical chip. The 
vertical axis of the histogram, labeled ‘&no. of endpoints”‘, 
represents paths on the chip (with negative slacks) that t.ermi- 
nate in a capture point. The shift in slack distribution to the 
left and the improvement of the slowest nets are typical of 
TDP designs. 

The complete physical layout process for a 30,000 equival- 
ent circuit chip which is guaranteed to meet all layout guide- 
lines and performance constraints under all operating condi- 
tions is a complex process involving placement, wiring, 
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checking and timing analysis. The longest step in this process 
is detailed wiring which requires about 12 CPU hours for a 9.4 
mm chip. It is costly and time consuming to repeat this step. 
Thus far, sixteen chips have been processed through TDP. The 
average time to complete the process steps to the first timing 
analysis run on full detailed data was 12 days., 6 of which were 
spent completing the steps preceding detailed placement. On 
average, 2 “minor” timing correction cycles per chip were 
required. A “minor” correction involves analysis and manual 
wiring changes and takes about 5 days per cycle. Therefore 22 
days on average were required to design the wirable, timed 
chip. On the other hand, without TDP, we speculate that it 
would have been necessary to do 2 “major” corrections involv- 
ing analysis, placement, and wiring for some Iof the chips. (This 
has been the case historically.) A major correction requires that 
placement and wiring be re-done, taking 15 days per cycle. 
Then, 36 days would be the time to obtain a wirable, timed 
chip. 

CONCLUSION 
TDP is effective in achieving the goal of automatically 

placing and wiring CMOS chips and guaranteeing that they 
meet timing specifications. Without TDP, chips may have to be 
depopulated to meet timing requirements. Th(e extra time (6 
days average) spent in the TDP phase was small compared to 
the time saved by not having to replace and rewire the chip 
(and in the worst case redesign it) to fix timing problems. The 
designer is able to determine whether a solution exists early in 
the design cycle, and can either trade off timing with manual 
effort to wire the chip, or he or she can optimize logic to solve 
timing problems. 
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