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ABSTRACT

The traditional entity extraction problem lies in the dilof ex-
tracting named entities from plain text using natural laaggipro-
cessing techniques and intensive training from large decrool-
lections. Examples of named entities include organisatipaople,
locations, or dates. There are many research activities\iimg
named entities; we are interested in entity ranking in thiel fé
information retrieval. In this paper, we describe our apptoto
identifying and ranking entities from the INEX Wikipedia do
ment collection. Wikipedia offers a number of interestiegtiires
for entity identification and ranking that we first introdud#e then
describe the principles and the architecture of our entifking
system, and introduce our methodology for evaluation. Qar p
liminary results show that the use of categories and thedinkc-
ture of Wikipedia, together with entity examples, can digantly
improve retrieval effectiveness.

Categories and Subject Descriptors:H.3 [Information Storage and Re-
trieval]: H.3.3 Information Search and Retrieval
Keywords: Entity Ranking, XML Retrieval, Test collection

1. INTRODUCTION

Information systems contain references to many namedemtit
In a well-structured database system it is exactly cleat ateref-
erences to named entities, whereas in semi-structurecmat®mn
sources (such as web pages) it is harder to identify thenimwdth
text. An entity could be, for example, an organisation, aspey
a location, or a date. Because of the importance of named enti
ties, several very active and related research areas hasetn
in recent years, including: entity extraction/taggingnfrtexts, en-
tity reference solving, entity disambiguation, questarswering,
expert search, and entity ranking (also known as entitjenetl).

The traditional entity extraction problem is to extract rahenti-
ties from plain text using natural language processingtegtes or
statistical methods and intensive training from largeemlbns[1D,
[25]. Benchmarks for evaluation of entity extraction haverbper-
formed for the Message Understanding Conference (MUG) [26]
and for the Automatic Content Extraction (ACE) programl [21]
Training is done on a large number of examples in order tatifyen
extraction patterns (rules). The goal is to eventually texpé enti-
ties and use the tag names to support future informatioievatr
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In the context of large collections such as the web or Wikigped
it is not possible, nor even desirable, to tag in advancehellen-
tities in the collection, although many occurrences of néueieti-
ties in the text may be used as anchor text for sources of hyper
text links. Instead, since we are dealing with semi-stmgztidoc-
uments (HTML or XML), we could exploit the explicit document
structure to infer effective extraction patterns or altforis.

The goal ofentity rankingis to retrieve entities as answers to
a query. The objective is not to tag the names of the entities i
documents but rather to get back a list of the relevant enéityies
(possibly each entity with an associated description).example,
the query “European countries where | can pay with Eurbd] [11
should return alist of entities (or pages) representingveeit coun-
tries, and not a list of entities about the Euro and similarencies.

The Initiative for the Evaluation of XML retrieval (INEX) lsaa
new track on entity rankind_[IL2], using Wikipedia as its do@nt
collection. This track proposes two tasks: a task where dte-c
gory of the expected entity answers is provided; and a taskevh
a few (two or three) examples of the expected entity answers a
provided. The inclusion of target categories (in the firskjeand
example entities (in the second task) makes these quitereliff
tasks from full-text retrieval. The combination of the quand ex-
ample entities (in the second task) makes it quite diffefiemh an
application such as Google Sktghere only entity examples are
provided.

In this paper, we identify some important principles forignt
ranking that we incorporate into an architecture whichvedlais to
tune, evaluate, and improve our approach as it developse@ity
ranking approach is based on three ideas: (1) using fulldiex-
ilarity with the query, (2) using popular links (from highgcored
pages), and (3) using category similarity with the entitgraples.

2. RELATED WORK

Our entity ranking approach gets its inspiration from wiagp
technology, entity extraction, the use of ontologies fatitgrex-
traction or entity disambiguation, and link analysis.

Wrappers

A wrapper is a tool that extracts information (entities otues)
from a document, or a set of documents, with a purpose ofmgusi
information in another system. A lot of research has been car
ried out in this field by the database community, mostly irarel
tion to querying heterogeneous datab 6. P4, 28k Mo
cently, wrappers have also been built to extract infornmafrom
web pages with different applications in mind, such as pcodu
comparison, reuse of information in virtual documents, witds

http://labs.google.com/sets



ing experimental data sets. Most web wrappers are eithedbas
on scripting languageb [24.128] that are very close to ctiXétL
query languages, or use wrapper inductidri[1, 16] that leales
for extracting information.

To prevent wrappers breaking over time without notice when
pages change, Lerman et dL.1[17] propose using machine-learn
ing for wrapper verification and re-induction. Rather thepair-
ing a wrapper over changes in the web data, Callan and Mita-
mura [6] propose generating the wrapper dynamically — that i
at the time of wrapping, using data previously extractedsiockd
in a database. The extraction rules are based on heurisbigada
a few pre-defined lexico-syntactic HTML patterns such &slis-
bles, and links. The patterns are weighted according touhger
of examples they recognise; the best patterns are used &milyn
cally extract new data.

Our system for entity ranking also works dynamically, atrgue
time instead of at wrapping time. We also use weighting étigios
based on links that are well represented in web-based tiolhsg
as well as knowledge of categories, a specific Wikipediaufeat

Entity extraction

Recent research in named entity extraction has developedaghes
that are not language dependant and do not require lotsgofisitic
knowledge. McNamee and Mayfield [20] developed a system for
entity extraction based on training on a large set of very lvel
textual patterns found in tokens. Their main objective vesisién-
tify entities in multilingual texts and classify them inta® of four
classes (location, person, organisation, or “others”)cefzan and
Yarowsky [9] describe and evaluate a language-indeperiutestt
strapping algorithm based on iterative learning and revdion
of contextual and morphological patterns. It achieves catitipe
performance when trained on a very short labelled name list.

Using ontology for entity extraction

Other approaches for entity extraction are based on thefuestear-
nal resources, such as an ontology or a dictionary. Popdv[BEa
use a populated ontology for entity extraction, while Colaenl
Sarawagi[li7] exploit a dictionary for named entity extranti Te-
nier et al. [2l7] use an ontology for automatic semantic aaitr

of web pages. Their system firstly identifies the syntactiecstire
that characterises an entity in a page, and then uses sutisnnt
identify the more specific concept to be associated withehtiy.

Using ontology for entity disambiguation

Hassell et al.[[14] use a “populated ontology” to assist sah-
biguation of entities, such as names of authors using thiblighed
papers or domain of interest. They use text proximity betvesdi-
ties to disambiguate names (e.g. organisation name wouttbbe
to author's name). They also use text co-occurrence, fampla
for topics relevant to an author. So their algorithm is tufeedheir
actual ontology, while our algorithm is more based on thectite-
gories and the structural properties of the Wikipedia.

Cucerzan[l8] uses Wikipedia data for named entity disanebigu
tion. He first pre-processed a version of the Wikipedia ctibe
(September 2006), and extracted more than 1.4 milliongiesti
with an average of 2.4 surface forms by entities. He alsaeted
more than one million (entities, category) pairs that weneher
filtered down to 540 thousand pairs. Lexico-syntactic pate
such as titles, links, paragraphs and lists, are used tal lood
references of entities in limited contexts. The knowledgfeaeted
from Wikipedia is then used for improving entity disambitaa
in the context of web and news search.

Link Analysis (PageRank and HITS)

Most information retrieval (IR) systems use statisticdbrmation
concerning the distribution of the query terms to calculagequery-
document similarity. However, when dealing with hyperédken-
vironments such as the web or Wikipedia, link analysis is ais
portant. PageRank and HITS are two of the most popular algo-
rithms that use link analysis to improve web search perfocea

PageRank, an algorithm proposed by Brin and Page [5], i%a lin
analysis algorithm that assigns a numerical weighting th gege
of a hyperlinked set of web pages. The idea of PageRank isthat
web page is a good page if it is popular, that is if many othlsio(a
preferably popular) web pages are referring to it.

In HITS (Hyperlink Induced Topic Searchhubsare consid-
ered to be web pages that have links pointing to manthority
pages|[15]. However, unlike PageRank where the page scaes a
calculated independently of the query by using the complete
graph, in HITS the calculation of hub and authority scorepisry-
dependent; here, the so-calledighbourhood graplincludes not
only the set of top-ranked pages for the query, but it alstugtes
the set of pages that either point to or are pointed to by thages.

We use the idea behind PageRank and HITS in our system; how-
ever, instead of counting every possible link referring iceatity
page in the collection (as with PageRank), or building a Imeig
bourhood graph (as with HITS), we only consider pages that ar
pointed to by a selected number of top-ranked pages for tagyqu
This makes our link ranking algorithm query-dependentt (jike
HITS), allowing it to be dynamically calculated at query ém

3. INEX ENTITY RANKING TRACK

The INEX Entity ranking track was proposed as a hew track in
2006, but will only start in 2007. It will use the Wikipedia XM
document collection (described in the next section) thatteen
used by various INEX tracks in 2006.119]. Two tasks are planne
for the INEX Entity ranking track in 2007_[1L2]:

taskl: entity ranking, where the aim is to retrieve entities of a
given category satisfying a topic described by a few query
terms;

task2: list completion, where given a topic text and a number of
examples, the aim is to complete this partial list of answers

Figurell shows an example INEX entity ranking topic; the | e
field contains the query terms, tHescr i pt i on provides a natu-
ral language summary of the information need, andhéier at i ve
provides an explanation of what makes an entity answerastev
In addition, theenti ti es field provides a few of the expected
entity answers for the topic (task 2), while that egor i es field
provides the category of the expected entity answers (fask 1

4. THE INEX WIKIPEDIA CORPUS

Wikipedia is a well known web-based, multilingual, free tamt
encyclopedia written collaboratively by contributorsrfraround
the world. As it is fast growing and evolving it is not possibl
to use the actual online Wikipedia for experiments. Den@at
Gallinari [18] have developed an XML-based corpus foundee o
shapshot of the Wikipedia, which has been used by variouxXINE
tracks in 2006. It differs from the real Wikipedia in somepests
(size, document format, category tables), but it is a veajistc
approximation. Specifically, the INEX Wikipedia XML documte
corpus retains the main characteristics of the online earsal-
though they have been implemented through XML tags instéad o



<i nex_t opi c>
<title>
Eur opean countries where
</[title>
<descri pti on>
I want a |ist of European countries where
| can pay w th Euros.
</ descri ption>
<narrative>
Each answer should be the article about a specific
Eur opean country that uses the Euro as currency.
</narrative>
<entities>
<entity id="10581">France</entity>
<entity id="11867">Cermany</entity>
<entity id="26667">Spai n</entity>
</entities>
<cat egori es>
<category id="61">countries<cat egory>
</ cat egori es>
</inex_topic>

can pay wth Euros

Figure 1: Example INEX 2007 entity ranking topic

the initial HTML tags and the native Wikipedia structure.€T¢or-
pus is composed of 8 main collections, corresponding tof8reifit
languages. The INEX 2007 Entity ranking track will use thé 4.
Gigabyte English sub-collection which contains 659,38Rl@s.

4.1 Entities in Wikipedia

In Wikipedia, an entity is generally associated with ancieti
(a Wikipedia page) describing this entity. Nearly evengthcan
be seen as an entity with an associated page, including reesint
famous people, organisations, places to visit, and so.forth

The entities have a name (the name of the corresponding page) e

and a unique ID in the collection. When mentioning such aityent
in a new Wikipedia article, authors are encouraged to linleast
the first occurrence of the entity name to the page descrithiisg
entity. This is an important feature as it allows to easilgai®
potential entities, which is a major issue in entity exti@ctfrom
plain text. Consider the following extract from the Euro pag

“The euro .. .is the official currencyf the Eurozone

(also known as the Euro Area), which consists of the
Europearstates of AustriaBelgium Finland France
Germany Greecelreland ltaly, Luxembourgthe Netherlands
Portuga) Sloveniaand Spain and will extend to in-

clude Cyprusand_Maltafrom 1 January 2008."

All the underlined words (hypertext links that are usuallgha
lighted in another colour by the browser) can be seen as occur
rences of entities that are each linked to their correspongages.

In this extract, there are 18 entity references of which 5caun-

try names; these countries are all “European Union membtsst
which brings us to the notion of category in Wikipedia.

4.2 Categories in Wikipedia

Wikipedia also offers categories that authors can assowiih
Wikipedia pages. New categories can also be created byrayutho
although they have to follow Wikipedia recommendations athb
creating new categories and associating them with pagesex-o
ample, the Spain page is associated with the following caies;
“Spain”, “European Union member states”, “Spanish-spegkbun-
tries”, “Constitutional monarchies” (and some other Weédia ad-
ministrative categories). There are 113,483 categoridsiiNEX
Wikipedia XML collection, which are organised in a graph afe-
gories. Each page can be associated with many categor28s4g.

an average). Some properties of Wikipedia categories gexglin
more detail by Yu et al[[30]) include:

e a category may have many sub-categories and parent cate-
gories;

e some categories have many associated pages (i.e. large ex-
tension), while others have smaller extension;

e a page that belongs to a given category extension generally
does not belong to its ancestors’ extension;

e the sub-category relation is not always a subsumption rela-
tionship; and

e there are cycles in the category graph.

When searching for entities it is natural to take advantddbeo
Wikipedia categories since they give hints on whether tiréered
entities are of the expected type. For example, if looking'da-
thor’ entities, pages associated with the category “net&limay
be more relevant than pages associated with the categooksho

5. OUR APPROACH

In this work, we are addressing the task of ranking entities i
answer to a query supplied with a few examples (task 2). Our ap
proach is based on the following principles for entity anspages.

A good page:

e answers the query (or a query extended with the examples),
e is associated with a category close to the categories of the
entity examples (we use a similarity function between the
categories of a page and the categories of the examples),

e is pointed to by a page answering the query (this is an adap-

tation of the HITS[[15] algorithm to the problem of entity
ranking; we refer to it as a linkrank algorithm), and

is pointed to by contexts with many occurrences of the entity
examples. We currently use the full page as the context when
calculating the scores in our linkrank algorithm. Smaller
contexts such as paragraphs, lists, or tables have been used
successfully by other5118].

We have built a system based on the above principles, where
candidate pages are ranked by combining three differemésca
linkrank score, a category score, and the initial searcinergim-
ilarity score. We use Zettafra full-text search engine developed
by RMIT University, which returns pages ranked by their samity
score to the query. We use the Okapi BM25 similarity meassre a
it was effective on the INEX Wikipedia collectioH [2].

Our system involves several modules for processing a gsiiny,
mitting it to the search engine, applying our entity rankalgo-
rithms, and finally returning a ranked list of entities, unding:

the topic module takes an INEX topic as input (as the topic ex-
ample shown in FigurEl1) and generates the corresponding
Zettair query and the list of entity examples (as an option,
the example entities may be added to the query);

the search module sends the query to Zettair and returns a list of
ranked Wikipedia pages (typically 1500); and

the link extraction module extracts the links from a selected num-
ber of highly ranked pages together with the XML paths of
the links (we discard external links and internal collestio
links that do not refer to existing pages in the collection).

Using the pages found by these modules, we calculate a global
score for each page (sE€l5.4) as a linear combination of the no
malised scores coming out from the following three funcion

2http://www.seg.rmit.edu.au/zettair/



Final set of pages

Topic module

Figure 2: Process for Entity ranking

e the linkrank function , which calculates a weight for a page
based (among other things) on the number of links to this
page (seERl1);

e the category similarity function, which calculates a weight

for a page based on the similarity of the page categories with

those of the entity examples (J€€]5.2); and

e the full-text IR function , which calculates a weight for a
page based on its initial Zettair score (E€@ 5.3).

The overall process for entity ranking is shown in Fiddre Be T
architecture provides a general framework for evaluatitigyerank-
ing which allows for replacing some modules by more advanced
modules, or by providing a more efficient implementation ofcd-
ule. It also uses an evaluation module (not shown in the f)gore
assist in tuning the system by varying the parameters antbbs g
ally evaluate the entity ranking approach.

5.1 LinkRank score

cepts of the same ontology cannot be applied directly to peittia
categories, mostly because the notion of sub-categori#&ipedia
is not a subsumption relationship. Another reason is thagoaies
in Wikipedia do not form a hierarchy (or a set of hierarchies)
a graph with potential cycles. Therefore tree-based siitiéa [4]

either cannot be used or their applicability is limited.

However, the notions of ancestors, common ancestors, amtksh
paths between categories can still be used, which may akote u
define a distance between the set of categories associated wi
given page, and the set of categories associated with titg ext
amples. We use a very basic similarity function that is thio raf
common categories between the set of categories assouidted
the target pageat(¢) and the union of the categories associated
with the entity examplesat(E):

_|cat(t) Ncat(E)|
Sc(t) = T at(B)] (2

5.3 Zscore

The Z score assigns the initial Zettair score to a target.pége
the target page does not appear in the list of 1500 rankedspage
returned by Zettair, then its Z score is zero:

z(t)

if paget was returned by Zettair

Sz(t) (3)

0 otherwise

5.4 Global score

The global score5(t) for a target entity page is calculated as a
linear combination of three normalised scores, the linkrscore
St(t), the category similarity scor€c(t), and the Z scor&'z(t):

S(t) = aSc(t) + BSc(t) + (1 —a = §)Sz(t) 4)

where« and 8 are parameters that can be tuned. Some special
cases let us evaluate the effectiveness of each module gysiam:
where only the linkrank score is used & 1, 8 = 0); where only

The linkrank function calculates a score for a page, based on the category score is used (= 0, 3 = 1); and where only the
the number of links to this page, from the first N pages retirne Z Score is usetl(a = 0, § = 0). More combinations of the two
by the search engine in response to the query. We carried outParameters are explored in the training phase of our system.

some experiments with different values of N and found tha2O=
was an acceptable compromise between performance and-disco
ering more potentially good entities. The linkrank funatican be
implemented in a variety of ways: by weighting pages thaihav
more links referring to them from higher ranked pages (tlitgin

N pages), or from pages containing larger number of entigyrex
ples, or a combination of the two. We have implemented a very
basic linkrank function that, for a target entity pageakes into
account the Zettair score of the referring pagg. ), the number

of distinct entity examples in the referring pagent(p.), and the
number of reference links to the target pagénks(p,,t):

SL(t) =Y z(p,) - g(#ent(p,)) - f(#links(pr,t)) (1)

whereg(xz) = = 4 0.5 (we use 0.5 to allow for cases where there
are no entity examples in the referring page) ditd) = = (as
there is at least one reference link to the target page).

5.2 Category similarity score

There has been a lot of research on similarity between comcep
of two ontologies, especially for addressing the problenmaf-
ping or updating ontologie§l[3]. Similarity measures betweon-

6. EXPERIMENTAL RESULTS
6.1 Evaluation Methodology

There is no existing set of topics with assessments foryentit
ranking, although such a set will be developed for the INEX en
tity ranking track in 2007. So we developed our own test colle
tion based on a selection of topics from the INEX 2006 ad hoc
track. We chose 27 topics from the INEX 2006 ad hoc track that
we considered were of an “entity ranking” nature. For eadepa
that had been assessed as containing relevant informatene-
assessed whether or not it was an entity answer, that is aigth
looselybelonged to a category of entity we hlbselyidentified
as being the target of the topic. We did not require that tissvars
should strictly belong to a particular category in the Wédpa. If
there were example entities mentioned in the original toghien
these were usually used as entity examples in the entitg.tQih-
erwise, a selected number (typically 2 or 3) of entity exasplere
chosen somewhat arbitrarily from the relevance assessment

3This is not the same as the plain Zettair score, as apart fnem t
highest N pages returned by Zettair, the remaining N1 eatity
swers are all generated by extracting links from these pages



Table 1: Mean average precision scores for runs using 66 pabte a—3 combinations, obtained on the 11 INEX 2006 training topics.
Queries sent to Zettair include only terms from the topic title (Q). The MAP score of the plain Zettair run is 0.1091. The nmbers in
italics show the scores obtained for each of the three indidual modules. The best performing MAP score is shown in bold.

Beta (8)

Alpha («) 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0.0 0.1189 0.1374 0.1688 0.1891 0.2190 0.2158 0.2241 0.2295 0.2424509.20.2382
0.1 0.1316 0.1479 0.1917 0.2041 0.2299 0.2377 0.2562 0.2662707 0.2544
0.2 0.1428 0.1644 0.1897 0.2279 0.2606 0.2655 0.2795 0.2822602
0.3 0.1625 0.1893 0.2058 0.2383 0.2703 0.27652911 0.2631
0.4 0.1774 0.1993 0.2220 0.2530 0.2724 0.2822 0.2638
0.5 0.1878 0.2075 0.2279 0.2517 0.2762 0.2623
0.6 0.1979 0.2153 0.2441 0.2460 0.2497
0.7 0.2011 0.2187 0.2342 0.2235
0.8 0.2016 0.2073 0.2006
0.9 0.1939 0.1843
1.0 0.1684

We used the first 9 of the 27 topics in our training set, to which
we added two more topics created by hand from the originektra
description (one of these extra topics is the Euro exampkegn

Table 2: Performance scores for runs obtained with differ-
ent evaluation measures, using the 18 INEX 2006 test topics.

ure[). The remaining 18 topics were our test set.

evaluation, but also report some results with other measuhich
are typically used to evaluate the retrieval performanciRays-

tems [2D]. We first remove the the entity examples both froen th

list of answers returned by each system and from the relevasc

sessments (as the task is to find entities other than the déegmp

provided). We calculate precision at ranks follows:

Sor_ rel(i)

Ply] = =L

©)

whererel(i) = 1 if the i'" article in the ranked list was judged

as a relevant entity) otherwise. Average precision is calculated
as the average aP[r] for each relevant entity retrieved (that is

at natural recall levels); if a system does not retrieve diqudar
relevant entity, then the precision for that entity is assdrto be
zero. MAP is the mean value of the average precisions ovénall
topics in the training (or test) data set.

We also report on several alternative measures: medp|gf

PI[5], P[10] (mean precision at top 1, 5 or 10 entities returned),

mean R-precision (R-precision for a topic is tR€R], whereR is
the number of entities that have been judged relevant faioie).

6.2 Training data set (11 topics)

We used the training data set to determine suitable valughdo
parametersy and 3. We varieda from 0 to 1 in steps of 0.1, and
for each value ofx, we varied from 0 to (1 — «) in steps of

0.1. We observe in Tab[d 1 that the highest MAP (0.2911) on the

11 topics is achieved forv = 0.3 and3 = 0.6. We also tried
training using mean R-precision instead of MAP as our evaloa
measure where we observed somewhat different optimal vétue
the two parametersy = 0.1 and3 = 0.8. A reason for this is the
relatively small number of topics used in the training daa $Ve

would expect the optimal parameter values obtained by MAP an

R-precision to converge if many more training topics areluse
On the training data, we also experimented with adding theasa
of the example entities to the query sent to Zettair. Howélvisr
generally performed worse, both for the plain Zettair rud #me
runs using various score combinations, and so it would reci
more detailed per-topic analysis in order to investigatg this oc-

Queries sent to Zettair include only terms from the topic title

We use MAP (mean average precision) as our primary method of (Q). The best performing scores are shown in bold.

PIr]

Run 1 5 10 R-prec  MAP
Zettair 0.2778 0.3000 0.2722 0.2258 0.2023
«0.0-50.0 0.2778 0.3000 0.2722 0.2363 0.2042
«0.0-51.0 0.5556 0.4111 0.3444 0.3496 0.3349
«1.0-50.0 0.0556 0.1556 0.1278 0.1152 0.1015
«0.3+50.6 0.5000 0.4444 0.3667 0.3815 0.3274
«0.1-30.8 0.5556 0.5333 0.4222 0.4337 0.3899

curs. Accordingly, for the test collection we use queriest tinly
include terms from the topic title, and consider the plaittaierun
as a baseline while comparing our entity ranking approaches

6.3 Test data set (18 topics)

In these experiments, we designed runs to compare six entity

ranking approaches using the 18 topics in the test data set:

full-text retrieval using Zettair (as a baseline)

link extraction and re-ranking using the Z scof;{

link extraction and re-ranking using the category scéfe)(
link extraction and re-ranking using the linkrank scase X
link extraction and re-ranking using two global scores:

- (0.3% S, +0.6%Sc+0.1%Sz)
— (0.1%S, +0.8%Sc+0.1%Sz)

The results for these six runs are shown in Thble 2. We obsleate
the best entity ranking approach is the one that places nidlseo
weight on the category scofz- (run «0.1-30.8). With both MAP
and R-precision, this run performs significantly betper<{ 0.05)
than the plain Zettair full-text retrieval run and the otlfi@ur runs
that use various score combinations in the re-ranking. Tihahat
uses the category score in the re-ranking performs the best@
the three runs that represent the three individual moduies;-
ever, statistically significant performance differenpe<{ 0.05) is
only observed when comparing this run to the worst perfogmim
(«1.0-30.0) which uses only the linkrank score in the re-ranking.
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