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1. INTRODUCTION AND BACKGROUND 
Over the last decade, emergence of small, resource-constrained, 
and highly-mobile computing platforms has presented numerous 
new challenges to the engineers. The development in this setting 
is known as programming-in-the-small-and-many (Prism) 
[11][10]. Software systems in the Prism setting are required to 
cope with the unpredictability of available resources (e.g., 
availability of network connectivity, lack of battery power, etc.). 
Yet they are often depended upon to deliver the functionality that 
is expected of them.  
Studies have shown that a promising approach to resolve the 
challenges of developing software in the prism setting is to 
employ the principles of software architectures [10][11]. Software 
architectures provide abstraction for representing the structure, 
behavior, and key properties of a software system.  They are 
described in terms of software components (computational 
elements), connectors (interaction elements), and their 
configurations. Specialized architectural styles, architecture 
description languages (ADLs), and middleware platforms have 
been developed to address the challenges of development in the 
prism setting [6][7][8][10]. These architectural artifacts have been 
leveraged to analyze, verify, and validate both functional and 
non-functional properties of software systems.  
While several previous works have focused on predicting the 
reliability of software systems using the software architecture 
artifacts [4][5][9], there has been a lack of previous works on 
estimating the reliability of mobile software systems. Note that 
reliability prediction serves two goals: (1) It can help evaluate the 
quality of the software architecture itself. Corresponding analyses 
can be used to compare the quality of competing architectural 
designs. (2) It can serve as a prediction of the future quality of the 
software under the development.  
The architecture-based reliability models leverage the knowledge 
about the system’s behavior in terms of the behavior of 
communicating components and incorporate data from various 
available information sources to provide a prediction of the 
components and system reliability. While component interaction 
is embodied in software connectors, the reliability modeling 
approaches do not leverage connectors directly. Instead 
components play the central role in these reliability models. 
Modeling and analyzing the software reliability by focusing on 
various type of software connectors [12] and considering their 
critical role in component interaction, not only makes the 
reliability model more comprehensive, but also it enables 
addressing the uncertainties associated with the prism setting. 
In particular, mobility imposes specific challenges on component 
interactions that are associated with connectivity issues, as well as 
the dynamic nature of the software system. For example, host 

mobility could result in network disconnection, which impacts the 
interaction of software components. Similarly, as a result of a 
component migrating from one hardware host to another, the 
component’s interaction behavior and peers may change 
significantly. This could impact the engineer’s original prediction 
of the component and system reliability, which depends on the 
accuracy of the interaction protocols between software 
components. 
In this paper, we propose a connection-centric approach to 
reliability modeling, which account for the uncertainties 
associated with mobility and thus provide a better analysis of 
system’s reliability in the face of changes to the software system’s 
structure and behavior. The approach extends our previous work 
on component-level [1] and system-level reliability analysis [13]. 
The details of the approach, challenges, and the preliminary work 
are described in this short paper.  

2. APPROACH 
Our ongoing research offers a compositional approach to system 
reliability prediction at the software architecture-level. First, we 
model the reliability of individual components in the system using 
a Markov-based reliability model. The model addresses the 
uncertainty associated with early reliability prediction by 
incorporating a variety of available information sources. In cases 
where prototype implementation of components is available, the 
model leverages the failure behavior obtained at runtime. When 
no runtime failure behavior is available the model relies on the 
defects detected via architectural analyses and uses Hidden 
Markov methodology to obtain component reliability values. The 
component reliability values are then used in building a 
compositional Dynamic Bayesian Network (DBN) that is used to 
analyze the reliability of software systems in terms of the 
interactions among components which may result in failures.  
Our proposed research will leverage the component reliability 
prediction described above, but relies on runtime monitoring of 
the system (as well as the system-level architectural models) to 
refine the estimation of the system’s reliability. In the context of 
mobile software systems, the interaction among components is 
highly dynamic. By monitoring this runtime interaction, we are 
able to create dynamic models of components interaction. These 
models along with architectural models of the system will serve 
as the basis of a DBN-based reliability model. The result is a 
refinement of the initial architecture-based reliability prediction in 
the face of dynamic changes to the system’s architecture in the 
distributed and mobile setting. Other factors such as the reliability 
of software connectors (e.g., those provided by middleware 
platforms such as CORBA, RMI, or Prism-MW [10]), and the 
reliability of the underlying network connectivity can be also 
incorporated into the reliability model. 



Figure 1. Graphical Representation of Interactions 

Our preliminary work on runtime interaction monitoring and 
visualization allows us to recover procedure calls, data access, 
and types of interactions from a software system. The results are 
visualized using a directed graph (Figure 1). The hot/cold color 
designation represents the direction of the interaction (e.g., caller 
vs. callee).  
We plan to use a variety of graph-theoretic algorithms to analyze 
the cohesion among interacting (mobile) nodes (e.g., density and 
centralization), the clustering of interactions (e.g., cliques), and 
the centrality of interacting nodes (e.g., degree, closeness, 
betweenness) [1][3][14]. The results of these analyses are then 
incorporated into the DBN-based model to offer a more refined 
reliability estimation of the system. 

3. CONCLUSION 
Architecture-level reliability prediction of software systems offers 
useful insights for the ongoing activities associated with the 
design and development of software systems. In the context of 
distributed and mobile software systems however, structural 
dynamism results in significant level of uncertainty in 
components interactions. Reliability predictions based on 
architectural models thus need to be refined with runtime 
behavioral analysis of the system (or its prototype) with a focus 
on communications and interactions among components. We 
propose one such approach that extends our past research on 
architectural middleware and reliability analysis.   
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