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ABSTRACT

A digital video library of over 900 hours of videand 18000
stories from The HistoryMakers is used to invesdghe role of
motion video for users of recorded life oral higter Stories in
the library are presented in one of two ways in twithin-
subjects experiments: either as audio accompariedsingle still
photographic image per story, or as the same awitioin a
motion video of the interviewee speaking. Twerdysf
participants given a treasure-hunt fact-findingktase., very
directed search, showed no significant prefereceefther the
still or video treatment, and no difference in taskformance.
Fourteen participants in a second study workedroaxloratory
task in the same within-subjects experimental fraork, and
showed a significant preference for video. Forlevgiory work,
video has a positive effect on user satisfactibmplications for
use of video in collecting and accessing recordiéel dral
histories, in student assignments and more gegeralte
discussed, along with reflections on long term ustedies to
complement the ones presented here.

Categories and Subject Descriptors

H.3.7: Digital Libraries —user issues H.5.1 [Information
Interfaces and Presentatioft Multimedia Information Systems —
evaluation,videg H.3.3 [Information Storage and Retrieval:
Information Search and Retrieval

General Terms
Experimentation, Human Factors

Keywords
Oral histories, video retrieval, exploratory search

1. INTRODUCTION

The rapid decline of costs for digital storage ametwork
bandwidth make storing and sharing digital viddwdiies much
more viable than a decade ago. The terabyte cdgdofor 1000
hours of video for an early 1990s Informedia vitiboary cost $1
million, with that terabyte now under $1000. Theee orders of
magnitude savings enabled the explosive growthiddoson the
internet, as evidenced by user-generated vidednigosites like
YouTube. In November 2007, more than 75% of Urfiernet
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users watched a streaming or progressive video ldaan
Americans viewed nearly 9.5 billion online videbstt month, 2.9
billion of which occurred at YouTube [12]. The dratic

reduction in cost and growth in network capacitypwal cultural

assets like oral histories to be processed, indexed shared in
new ways beyond text-only representations. Auditerview

recordings can be digitized, and for videotapedl diiatory

collections the video can be digitized as well.isTpaper explores
the role of video in oral history collections: skit be captured
and represented, and if so, what benefits mightbemering

interviews in that format offer users?

Oral history has long been recognized as offeringaliable
method for recording and studying memories, witteesive life
histories representing a particularly valuable disien. Modern
developments in communication have made it close
indispensable for historians because of limitatiomgraditional
written sources. R. Young discusses oral historthe chemical
industry [25], as excerpted in an ICOM newsletfel]{

In their attempts to reconstruct the past, histaridnave
traditionally relied on personal correspondenceariés,

journals, newspapers, and government documentsiraarg

sources. ...Technological innovations since the |a8th

century changed the nature of communication ancdméent

of written records. As a result, as historiang firaditional

written sources insufficient for their researchgeythturn

increasingly to oral history. ...Scientific, tecbal, and

business careers are most often measured in tefniseo
...experimental results and technological innovetio
preserved for posterity in journals and books. Butse

documents record only the public face. The rictonjsof the

everyday life of the chemical sciences and tectgieto— the
social networks, patterns of patronage, and the s&ye
vitality” of the laboratory, library, and productigplant — is

thus rarely fleshed out in the documentary record.

But the significance of oral history extends faydred research as
such. The Sound Archive of The British Library suatires its
importance on an “Oral History” collection web pdde]:

In recent years oral history has emerged as a fioMraeans
of recording and preserving the unique memories li#ed
experiences of people whose stories might otherlimee
been lost.... Oral history has a firm place in schoa$ an
interactive and shared experience offering childeerrare
chance to question history face-to-face while hrigg
generations together.

Section 2 discusses oral history representation caueilviews
The HistoryMakers archive. Sections 3 and 4 presen
empirical study using this archive with a directshrch task
and report results. Section 5 describes a secdody s



investigating the same subject pool and archive it an
exploratory task, with Section 6 reporting resultSoncluding
sections discuss the findings of the two experimewith
respect to video representation in oral historjections.

One main innovation of this work is spotlightingetpitfalls of
digital library search experiments that exclusivetudy only
lookup. Lookup tasks are the emphasis of many NTREC

benchmarking activities, including TRECVID [16], tosearch
includes learning and investigating activities asllw This

paper provides empirical evidence that examininly tookup

tasks presents an incomplete picture into interfatiiéty for

library search. If only lookup were studied, thappr would
end prematurely after Section 4, but by extendiregempirical
investigations to cover exploratory tasks as wiilteresting
insights are reached with respect to the subtphay between
task and multimedia stimuli. This work provides nzore

thorough assessment of video representation fdrhistories,
while underscoring the importance of investigatitig full

range of library search activities.

2. BACKGROUND AND RELATED WORK

2.1 Evaluating the Effectiveness of Oral

Histories over Text Transcripts

In general, interviews provide autobiographical castts that

supplement material already available in the writtecord. They
are a primary source for interpretive works suchpablished

books, magazine articles, Web modules, and edundtioaterials

[11, 19]. Until quite recently, it has generallyelpethe case that
any serious work with oral histories required thatordings be
transcribed to produce usable text versions ofctir@ent. Many

libraries and archives require transcription as asid for a

collection, and oral history has often been defifmthally as a

transcript of a carefully edited interview with aerpon of

historical significance [1, 19].

This preference is not based on the claim tharsstript is in any
sense a truer or better representation that thealaotcording.
Indeed, the limitations of transcriptions are widetcognized—
generally lost or exceedingly difficult to represeare all the
dimensions of voice—accent, intonation, emphasismt®n etc,
not to mention the facial expression, gestures, @y language
that are visible in video recordings of intervieys 6, 22].
Nevertheless, transcription has seemed inevitablenr-e
“natural”™—because in the past it was impossiblevtrk easily
with large and intractable collections of recordizda, especially
in analog form. Analog recordings, most often thpsed, are
extremely tedious to work with in terms of locatiagd reserving
the proper playback equipment, setting up the tapd,searching
for relevant material [1, 5].

Digital technologies have dramatically altered tkituation in
recent years, opening up many possibilities forlaxpg and
searching audio and video data directly. In effettiese
technologies are restoring as the primary sourceffal history:
the actual oral and in some cases the visual dimensf the
interview recordings [4].

These developments permit us to pose new questibost the
differential effects of encountering oral historytext or rather as
audio-visual documents. Major projects, in devilgpnew
technologies for processing and interacting witdiawand video
documentation, have begun engaging these questionssing

particularly on access to the primary media docuat&m, in
contrast to transcript representations [8, 15,211, How does
the medium of presentation affect what users findral histories,
their reflections on the collection, and their ateexperience in
accessing and interacting with the oral historyaiig?

Gustman et al. discuss the many challenges to gsowe and
accessing a very large archive of videotaped osibties from

thousands of survivors, liberators, rescuers, aitdegses of the
Nazi Holocaust [7]. They note the presumed valfievideo

representation over text transcript representdtiorSurvivors of
the Shoah Visual History Foundation (VHF):

Text summaries do not convey the emotional condérihe
testimonies to the user. For students, the mainuseds for
the VHF archive, the text summaries cannot sulietfior the
full video because it is the emotional content o t
testimonies that vividly shows the horrors of ietaince and
thus gets messages of tolerance across to studemtshe
same reason it is questionable whether [text] sumesa
provide a sufficient basis for selection of testimes for use
in the classroom.

Such claims seem reasonable, but in fact they hat/been tested
carefully. They are generally not supported withblshed
experiments exploring user response, thus, leawen the value
of videotaped representations for oral history comsrs [6, 18].

This paper directly addresses this question througlo
experiments with users of a large corpus of indesiddo life oral
history interviews. We ask what the effect is, fmers of this
collection, in having access to the video dimensainthese
recordings, not just to the audio and the transcrip

2.2 The HistoryMakers Archive

The HistoryMakers, established in 1999, is a nafipinstitution

headquartered in Chicago whose purpose is to reqoeserve
and disseminate the content of video oral historterviews
highlighting the accomplishments of individual Afn

Americans and African-American-led groups and mosets [9].

Its aim is to provide a unique scholarly and edocal resource
for exploring African American history and culturé.is unique
among collections of African American heritage hesea of its
large and varied scope, with interviewees from srte United
States, from a variety of fields, and with memostetching from
the 1890s to the present. Rather than focus orparteular part
of a person’'s life, such as their career or padigdn in the civil
rights movement, the interviews are life oral hige covering the
person's entire span of memories as well as thairfamily's oral
history passed down from times of slavery, Recoision, and
the late 19th-early 20th century.

Collaboration between The HistoryMakers and the nEgie
Mellon University (CMU) Informedia research groumde use of
speech alignment, image processing, and languagerstanding
technologies to promote multiple levels of accesd &uel the
viewing of the actual video recordings in a largal chistory
corpus [3]. Specifically, The HistoryMakers proe@l 913 hours
of videotaped interviews with 400 prominent AfricAmerican
individuals conducted primarily from 2001-2005. chAivists and
staff hired by The HistoryMakers also provided harggnerated
transcripts, story boundaries, and reviewed andectad the key
frame per story (a representative image for theysextracted
from the video). The resulting HistoryMakers Dagit_ibrary,
augmented with Informedia processing to provide itadthl



metadata such as time-aligned transcripts at thkespword level
of granularity [3], has 18254 interview story segwse The
HistoryMakers Digital Library is a sufficiently @ corpus on
which to conduct research into representationsuesad reactions
to digital delivery of oral history libraries.

2.3 Summer 2007 HistoryMakers Workshop
In mid-2007, the HistoryMakers Digital Library bewe ready for
user testing. A consortium of initial institutidntesters was
developed, with the corpus and database install¢deaHistory
Makers office in Chicago, the University of lllimi the
Schomburg Center for Research in Black Culture haf New
York Public Library, and, in Buffalo, both the Stdtiniversity of
New York at Buffalo (UB), and Randforce Associatiesthe UB
Technology Incubator.

A workshop was organized at UB in the summer of 7200
bringing together corpus administrators and sfedin The
HistoryMakers and CMU Informedia; the Schomburg €en
History and African American Studies faculty fronetUniversity
at Buffalo and the University of Illinois (with pigipants from
the Chicago, Springfield, and Urbana-Champaign cea®g); and
Randforce Associates from the UB Technology Incoibat

At this workshop, participants were trained in thees of the
digital video library interface, and designed a gen of
explorations and experiments to be developed dt sde, some
by expert users and others, in classroom settimgglving
students first encountering the corpus and databa3éese
discussions refined a set of survey instrumentgeioerate user
demographics and satisfaction data, as well as af gxploratory
historical focus topics to be examined in comparabl
investigations by different researchers at the rsdvates. For
novice student users encountering the system, afsiequiries
was developed, with particular attention to expigrithe
similarities and difference between narrower specgearch
experiences, and broader thematic exploration.

These latter rubrics were used to design the expeats detailed
in follow-up sections below, where the specificuirg is termed
“treasure hunt,” and the broader approach termegzkrioended
exploration.” Our research investigates thesetipres

* What if the oral history narrative is visually remdd
without motion video, but with a still photographimage
taken of the speaker? Will the corpus retain itlueva
across representative tasks if stories are presesestill
imagery with audio versus full motion video?

« Does the impact of video change based on task?

e For faculty assigning students to explore oral dmst
collections, what are the implications of havingess to
the video representation as well as audio and text?

3. USER STUDY: NOVICES WITH
TREASURE HUNT TASK

3.1 Participants

Study participants were recruited through the “Ekpent
Scheduling Site” web page provided by the CenteBfhavioral
Decision Research at Carnegie Mellon UniversityisThage
attracts subjects from the Pittsburgh communityhimitwalking
distance of the University of Pittsburgh and Caraellellon
University, predominantly but not exclusively cajée students.
The 24 subjects who participated in this study mmad prior

experience with the interface or data under studyg ao
connection with the research group.

They began the study by completing a demographics
questionnaire designed as an artifact of the UB Rélup
(Section 2.3). The subjects were 8 female and a with a
mean age of 23 (2 subjects less than 20, 4 in 3@gé5range).
All subjects had at least a high school educatiath 17 having
at least some college education and 9 having soradugte
school education. The subjects’ reported race/eities using
U.S. Census 2000 Form wording were 10 “Asian,” Shii4,” 2

mixed or other, 1 “Black, African American, or Negr 1

“Hispanic or Latino,” 1 “Pacific Islander.”

The participants were generally not familiar withfriéan
American oral histories. On a 5-point scale resiiug to “How
familiar are you with African American oral histesi and/or The
HistoryMakers?” (1&ot at all 5=Very much, most indicated
little familiarity (distribution for 1-5 were 11-8-0-0). The
participants were experienced web searchers bupérenced
digital video searchers. For “Do you search amb/online
information systems?” (INdot at all 5=Very frequently (several
times daily, the answer distribution was 1-1-3-8-11 while ‘Do
you use any digital video retrieval system (videored and
searchable on a computer)?” with the same scatedigiribution
was 8-9-5-2-0. The latter two questions have begked in
numerous digital video library studies conducted thg lead
author, e.g., see [2] with similar participant goeu and since
2002 the web search experience has grown from rhoes
frequent and video search experience from notl & ahodest. It
is anticipated that as video search sites like Ydo€l maintain
popularity that encourages numerous imitating s[te?], the
college student of the future will have even greatgerience in
online video searching. Each subject spent abBumnihutes in
the study and received $10 for participation, wi#sh prizes to
the top 3 scores in the treasure hunt task to migtiperformance.

3.2 Video Retrieval Systems under Study

The video library interface used for the study wastreamlined
version of the one used with NIST TRECVID 2006 shatasks
[16] that achieved the best-ranked interactiveceperformance
at that time. The HistoryMakers Digital Libraryténface was
streamlined in its emphasis on text search, andvahof shot-
based visual concept search mechanisms that arfel use
TRECVID topics relevant for broadcast news (e.ind fall
buildings and roads), but do not apply for an dratory corpus
where most shots are head-and-shoulder shots gitisen being
interviewed.

The two systems for our investigation differed orly the
behavior of the story playback window, shown inlkgl. The
two treatments are as follows:

*« Videa whenever the user selects “Show story” the story
is played with full motion video synchronized tetaudio;
e.g., in Figure 1, Ernie Banks would be seen tglkin

e Still: whenever the user selects “Show story” the stery i
played with the same audio as in Mieeo treatment, but
the image stays fixed, showing just the single
representative image for the story. Representatieges,

the same images used as thumbnails elsewhere in the

interface but at lower resolution when representsd
thumbnails, went through a human inspection probgss
The HistoryMakers archive developers to verify good



representative qualities like the speaker’s ey@sgbapen.

The representative image for the story “Ernie Banks

describes his personality...” is shown in Figure 1.

i Story: Ernie Banks describes his personalityasa ... g|

ol sl

sewventeen, |wentto Amarillo, Texas to play baseball. A
And | was playlng softball on the church team, and the

[P O PP

Lol v -]

Figure 1. Story playback window: for "Video" treat ment,
story plays back as video; for "Still", the image says fixed as
shown (same audio for both).
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With both systems under investigation, the useldc@sue text
queries, image queries, and browse the story séisned from
queries. All other aspects of the interfaces damntical, except
for what appears in the upper area for the staayhack window:
one treatment has video, the other just a stilgena

3.3 Procedure

Participants worked individually with an Intel® Rem® 4 class
machine, a 1280 x 1024 pixel 18-inch color monitand
headphones in a Carnegie Mellon computer lab. dfaatits’
keystrokes and mouse actions were logged withinréteeval
system during the session. They first signed aexn®rm and
filled out an online demographic questionnaire.

Participants were given a one page instruction tsbieing the
following:

Treasure Hunt, SYSTEM 1

One story best answers or discusses each of thepk?
below. There is no order to these 12 — find asynudithe
stories as you can in your 20 minutes, and capghem
into the Collector pane shown at the right. Captustory
quickly by clicking the story playback window anging
F1 while over the playback area, or by typiR@ while
over the thumbnail image. You do not need to use a
other search tool besides text search, and remetmder

coffee cup as a query wil return all stories

mentioning coffee or cup or both

(coffee cup) as a query will return only stories

mentioning both coffee and cup

“coffee cup” as a query will return only stories

mentioning the phrase “coffee cup”

Pilot testing before the study, along with feedb&ckn the UB

workshop, showed that the text search syntax fdrcarery and
adjacency-query was atypical and often forgotterthe example
was given in paper form. Additional feedback fretadent users
in late 2007 has led to the decision to replaceutigerlying text

search service for The HistoryMakers system with tlemur

Toolkit [13], a more mature and capable searchrengbut this

replacement was not ready in time for the studiesnted here.

The one-page instruction sheet for System 2 sthetsame way,
but with “SYSTEM 2" in the title. The bottom of dasheet lists
the twelve topics for discovery, given in Tableart 2.

Table 1. Topics for treasure hunt study, SYSTEM 1.

Detroit Edison law case

Photo of a musician quartet in Singapore

Strong texture of Japanese hair

African language and offering opinion that U.S.cals
should teach more than one language

Malaria caught by a family member in the Americaut

Dance of God of Life and Death in Puerto Rico

Making All State in a sport the year after brealieg

Escape of a mother and daughter from Nigeria via
neighboring country Benin

DuBois and Kent State in reflecting on all Kentt8taad
to offer for studying philosophy and religion

Photo shaking hands with Richard M. Nixon

Holds a nickname “Pit Bull”

Low payment for earning a patent

The systems were counter-balanced in this withlrjezts design:

half the subjects experiencsfideo first as SYSTEM 1, and then
Still asSYSTEM 2, while the other half sa@till first and then

Video. The user spent exactly 20 minutes with eachegyst
addressing the listed twelve topics for the treagumt, followed

by a questionnaire. The post-system questionnainsisted of a

text comment input area for typing open-ended comisyand six

five-point scales authored by the participants taf earlier UB

workshop:

¢ Unsatisfying — Satisfying

*  Not Historically Meaningful — Historically Meaningff
e Not Inspiring — Inspiring

« Not Entertaining — Entertaining
* Inaccurate — Accurate

¢ Too little content — Too much content



A running timer showed the countdown to 20 mindtesthe use
of each system. A concluding questionnaire pravidefinal

open-ended text commenting area, and asked the3ugezstions,
which the answer picked from “SYSTEM 17, “SYSTEM,25r

“No difference”:

*  Which of the two systems did you find easier tari€a
* Which of the two systems did you find easier touse
*  Which of the two systems did you like best overall?

With time for questionnaires, each participant tadlout an hour
for the study.

Table 2. Topics for treasure hunt study, SYSTEM 2.

Kerosene ball for baseball

Photo of uniformed military personnel with Secrgtaf
Defense Melvin Laird

Dignity from James Edwards to Sidney Poitier to Bsn
Washington

Remembering scents of childhood holidays including
turkey, sweet potato pies, and the ocean

Discussing conversation with Bishop Tutu about biels
Mandela held in California

Meeting Bobby Kennedy in a South American country

Jimmy Carter’s family stays in his Colorado home

Citing a “history of the world...is of groups” DuBoggiote

Being hired onto a television show staff to make show
“psychologically believable”

Photo showing three with same middle name Proctor

Naming three areas in the American South that were
mostly Catholic

Arabic welcome in album along with Louis Armstrosg’
“Wonderful World”

In order to focus subjects on getting to answergklyy text
search was emphasized as the only search mechapiszssary,
and the interface was tuned by labeling the keybdar more
easily support the following information-seekinggedure:

a) Issue text search.

b) Browse stories returned for text search, identdyin
which if any to play.

c) Play a story.

d) If story answers a topic, add it to the shown anset
if not, iterate back to steps 1, 2, or 3; continnél time
runs out or all given topics are answered.

Figure 2 illustrates this process. The user issaeguery
anticipated to address one of the given topics, &poto of a
musician quartet in Singapore.” A one-word quewnysicis typed
into the text input box at the upper left and tsensees too many
matching stories in the created tab. He or sheesa new search
on Singapore that returns ten stories in another t&tories are

represented as a thumbnail image along with a sberenometer,
a relevance bar to the left of each thumbnail, wttries listed in
relevance order. Relevance is determined by tlienlying text
search engine based on the common scoring metriterof
frequency inverse document frequency.

The HistoryMakers interviews presented with Carnegie Mellon Informedia technology El@‘rgl
File Search ‘Wiew

Total Shots: 0

B

|Singapore

Enter test above or diop 3 picture here, and cick "Search "
Advanced Search Search
&l data | music  Singapore

| P

Text Search: 10 segments, Singapore

il Grid of 10 segments

Launch image-based search... Fa
Show stary
Show mavie infa

Figure 2. Oral history interface: issue text query(upper left),
see results (lower left), interact with thumbnailso show
stories, and capture answers that get posted to tt@ollector
pane, initially shown as all-empty slots on the rift.

A quick scan of the thumbnails locates an answemuéicians
shown, which the user could confirm took place ing8pore by
showing and playing the story. Subjects used keydmowith 4
function keys labeled=1 to add the story to the answer $€3,to
issue a color searclhr6 to show and play a story, akl2 to
show in a text explorer view the interviewee named a
information about the interview date and locatiorthese 4
operations are also selectable by right-clicking tiouse to bring
up the context-sensitive menu as shown in Figure 2.

o A=

inst & map)

playec—we lived right nextio a field-twa doors fram &
field. We used to play ball night and day. Ve used to
s0sk & ball in kerosene all day and play with it | started

to pleying ball when | was aboutfive or sixyears old

Andl 1 haven't looked back v

e | |7 sl

Figure 3. Clicking thumbnail or pressing F6 key lads to story

playback window, which confirms story as answer t@nother

topic. The answer is posted to rightmost pane vitoe F1 key
from either the thumbnail or the story player.



Figure 3 illustrates the interaction when looking the “kerosene
ball for baseball” story, after posting the ansabout the quartet
in Singapore (shown in right pane). The appearaoicehe

speaker in the story playback window depends orsyiséem in

use at the time, as discussed in Section 3.2. ufrehumbnail
and story review, subjects answer as many of theopfts as
possible in their 20 minutes with SYSTEM 1, answer
guestionnaire, and then repeat the process for E¥5J.

4. RESULTS FROM TREASURE HUNT

There was no significant difference in effectivenasthe within-
subjects study. When using tBéll treatment, subjects found an
average of 5.0 topics out of 12, standard deviafisw) 2.9,
minimum of 0 and maximum of 12. When using teleo
treatment, subjects found an average of 5.6 topitsof 12, std
3.5, minimum of 0 and maximum of 10. Overall, fdi$ found a
minimum of 2 and maximum of 21 of the 24 topicsidgrtheir
two 20 minute timed sessions. 13 subjects founeatt half of
the total topics, i.e., at least 12 topics, durihg timed sessions.
Targeting just these subjects in a post-hoc arsablsb showed no
significant difference between tisill andVideotreatment on the
directed search, treasure hunt task. Vi, the top-scoring 13
subjects found an average of 7.8 topics of 12 2stdl and with
Video, they found an average of 6.9 topics (std 2.4)he T
difference in the story-showing interface (see Fégl) did not
result in any significant differences in topic-find performance,
at the 0.05 or even 0.1 levels of significance.

Results from the 5-point scales completed afteh 2@ minute
timed session are shown in Table 3. Of the 5 scalsly the
Inaccurate-Accurate scale approached being a &agnif
difference withp < 0.1. Subjects when usindideo rated the
system as being more accurate (3.59) than wherg ubmStill
interface (3.18), F=3.32 with 1 d¢§,= 0.08.

Table 3. Results of post-treatment questionnaires.

5-Point Scale (left = 1, right = 5) Avsetrigge A\\Qedrz(;e
Unsatisfying — Satisfying 3.50 3.45
Not Historically Meaningful — 3.82 3.77
Historically Meaningful
Not Inspiring — Inspiring 3.45 3.41
Not Entertaining — Entertaining 3.27 3.27%
Inaccurate — Accurate 3.18 3.59
Too little content — Too much content 3.55 3.3p

For the final questionnaire, there was no diffeeean satisfaction
when asking subjects directly which system thepfa@YSTEM
1 or SYSTEM 2. Many times, subjects expressed pioian,
answering the question with “No difference.” Fonigh system
is easier to learn, subjects answered with 11 fferdnce, 7 for
the system that wa¥ideq and 6 for the system that w&sill.
For which system is easier to use, of the 16 tiarespinion was

given, subjects rateWideo as the easier system to use 9 times.

For which system the subjects liked best, of thetites an
opinion was given, subjects rateitleo as the system liked best 9
times. The only strong pattern in the data wag thathe
experiment, subjects rated SYSTEM 2 as being edsidearn
than SYSTEM 1 for 9 of the 13 stated opinions. SAbjects

gained familiarity with text search, thumbnails, ykeard
shortcuts, and other interface options they feltenmomfortable
with the system in general and rated the secondersys
encountered as easier to learn. This preferenrc&YSTEM 2
did not carry into the easier-to-use or like-bestsiions though:
8 of 16 opinions on easier-to-use were for SYSTE&hE 9 of 16
opinions for which system is liked best. The egdaurvey did
not reveal a preference for eitt&till or Video given this directed
search task.

The open-ended comments support the questionnaiee Many
users did not know what the difference was betw®¥8TEM 1
and SYSTEM 2. The second-best performer entereddimment
“Was there a difference? | couldn't tell.” A fewars did spot the
difference and commented on it, e.g., the top-sgogerformer
typed “The video aspect of System 1 brings the gteinto the
story more effectively than the pictorial aspect yfstem 2.”
However, such recognition and reflection was theeption. A
follow-up study should ask subjects to state th#emdince
between SYSTEM 1 and SYSTEM 2. From the collected
comments and questionnaire data, we would preshatentore
than half the subjects would not know the answe&ubjects
guessed that there was no difference at all, @mriectly guessed
that the difference was in speed or the text sesechice or the
content.

Automatically collected transaction logs recordee ¢ueries and
time spent playing stories using the interfaceigbife 1. For the
20-minute session, subjects on average submitt&dt@ queries
with Still and 21.5 text queries wittlideo. They took the paper
instructions’ advice and stayed with text queriegte exclusive
directed search mechanism: image search was udgd5oof
1015 searches. The text searches were impreciik, the
maximum number of stories per search, set at 16fh returned
due to the default or'ing of terms and the subjecisfocusing the
search further through and’ing or adjacency searShbjects on
average withStill returned 382 stories per text query, while
subjects withVideo returned on average 432 stories per text
query. On average, subjects wigtill used the story player
interface for 536 of their 1200 seconds, or 44.604he time.
Subjects withVideo used the story player interface for 562
seconds, or 46.8% of the time. On average, subjeith Still
submitted 8.0 stories into the Collector for coesidion as
answers, while wittvideothey submitted 8.4.

None of these measures is significantly differetatistically
betweensStill and Videg, i.e., regardless of treatment, subjects
used the systems in the same way for the diredactls. That
way was in spending about half the time thinkingaofl issuing
text queries, at a rate of roughly 1.5 to 2 peicopa small bit of
time posting results, and the remaining 45% or edewing
stories with the playback interface. The open-dndemments
inform us more about that playback interface udeugh.
Subjects felt the need to work extremely quickly cover all
topics in the treasure hunt, and focused on theé traxscript
prominently displayed at the bottom of the playbadkdow, and
not the visual playback area above the transcr§me subjects
were so focused on the transcript that they faitedhotice that
there was a difference in the visual playback gressentation
between SYSTEM 1 and SYSTEM 2.

The nature of the task, directed search under tomstraints, is
analogous to directed search on stated topics wardbitious time
constraints used in NIST TRECVID video retrievakkeations



[16]. However, this emphasis on the need for gedfitiency at
the expense of appreciating the oral history cogm reflecting
on its stories may have suppressed any advanthgestill or

Video have for oral history presentation. For directegrch,
there is very weak support from this study tNadeo offers a
subjective benefit (subjects rate accuracy highewith

performance metrics, log data, and the remaindéreofubjective
guestionnaires returning no significant differenceslowever,
what if the task were more in line with History fassor
assignments demanding not simple fact-finding lsstig-building
and more exploratory work? From the UB workshdyis tatter
type of task was most discussed by the History Afritan

American Studies faculty, and two such tasks far with The
HistoryMakers Digital Library form the basis for ethstudy
reported in the next section.

5. USER STUDY: NOVICES WITH
EXPORATORY OPEN-ENDED TASK

5.1 Participants

Study participants were recruited with the same welge as
discussed in Section 3.1, attracting the sameamamunity. The
14 subjects who participated in this study had norgxperience
with the interface or data under study and no cotime with the
research group (and hence did not take part istilndy discussed
in Section 3). The subjects were 7 female and [@ midh a mean
age of 25.5 (3 subjects less than 20, 2 older 8#n All subjects
had at least a high school education, with 13 hpainleast some
college experience and 6 having some graduate kedooation.
The subjects’ reported race/ethnicities were 9 @/t Asian, 1
Black, and 1 Pacific Islander. The participantsengenerally not
familiar with African American oral histories. Gn5-point scale
responding to “How familiar are you with African Aarican oral
histories and/or The HistoryMakers?” {ist at all 5=Very
much, most indicated little familiarity (distributiofor 1-5 were
5-6-2-1-0). The participants were experienced s&drchers but
inexperienced digital video searchers.  For “Da wearch any
web/online information systems?” (@et at all 5=Very
frequently (several times dajlythe answer distribution was 0-0-
2-5-7 while for “Do you use any digital video rewal system
(video stored and searchable on a computer)?” tith same
scale, the distribution was 5-3-5-0-1. Each subjpent about 60
minutes in the study and received $10 for partibjpa No
additional cash prize was offered to motivate penfince.

5.2 Video Retrieval Systems under Study

The systems under study are exactly the same dsiugiee study
reported in Section 3. There are two systewideo and Still,
with their only difference being in the visual dmsp of the top
portion of the story playback window, exactly agsganted in
Section 3.2. The systems were counter-balancetisnwithin-
subjects design: half the subjects experiend@tko first as
SYSTEM 1, and thestill as SYSTEM 2, while the other half saw
Still first and therVideo,

5.3 Procedure

Participants worked individually with an Intel® Rem® 4 class
machine, a 1280 x 1024 pixel 18-inch color monitand
headphones in a Carnegie Mellon computer lab. dfaatits’
keystrokes and mouse actions were logged withinréteeval
system during the session. They first signed aaunf®rm and

filled out an online demographic questionnaire.eyfkvere given
a one page instruction sheet stating the following:

Task Overview

Many stories are directly or peripherally relevémteach

of the topics below. Assume you have to createpant
addressing the stated topic. What stories might yo
reference in your report? Find relevant stories tfe
given topic in your 20 minutes, and capture theta the
Collector pane shown at the right. Capture a sfoiigkly

by clicking the story playback window and typing F1
while over the playback area, or by typing F1 wiuieer
the thumbnail image. You do not need to use ahgrot
search tool besides text search, and remember that...
(then, same coffee cup example as reported ind3edtB,

so text search emphasized as with the study repante
Section 3).

The topics were listed on the one-page instructadtes the brief
text preface “Capture stories that you find inténgsand worth
reporting for the general topic:” with the SYSTEMdbic being:

Identify characteristics that resulted in the leabip
effectiveness of the interviewee (the speaker ie th
interview). What traits helped to make this person
effective leader?

The SYSTEM 2 topic was:

Discuss the civic, social, or political organizatahat the
interviewee (the speaker in the interview) foundétbw
did his or her ideology change over time?

6. EXPLORATORY TASK RESULTS

Accuracy and correctness in performance were naluated, in

part because of the difficulty in evaluating thell€ctor contents
(e.g., is one extremely relevant story better tthape somewhat
relevant ones or two contrasting ones?), and ih Ipacause the
task was set up as but one step along the way dopraducing a
report, but the report was not generated within 28eminute

limit. Changing the task to produce an artifakela report that
would be easier to grade is a consideration farréutongitudinal

studies, but here the goal was to focusStihi vs. Video and keep
the time-on-task at 20 minutes, allowing a disaussicross both
the user study of Section 3 and Section 5 withrt@6rminute

sessions.

Results from the 5-point scales completed afteh é@minute
timed session are shown in Table 4. Of the 5 scalaly the
Inaccurate-Accurate scale showed a significant edbfice.
Subjects when using/ideo rated the system as being more
accurate (3.36) than when using &l interface (2.71), F=4.94
with 1 df,p < 0.05.

For the final questionnaire, there was an overwhajrdifference
on satisfaction when asking subjects directly whigktem they
favor, SYSTEM 1 or SYSTEM 2. For which system &sier to
learn, subjects answered with 9 no-difference, Mtlie system
that wasVideo, and 1 for the system that wasll. For which
system is easier to use, of the 5 times an opimas given,

subjects rated/ideo as the easier system to use 4 times (same

pattern as with “easier to learn” question, butriigted across a
different set of 5 subjects). For which system shbjects liked
best, of the 8 times an opinion was given, subjextedVideo as

the system liked best 7 times. Across all questitime preference



was clearly forVideo over Still. Even the pattern seen with the
results in Section 4, that subjects will rate SYSTE, the second
encountered, as easier to learn than SYSTEM 1ndichold: of
those expressing opinions, 3 rated SYSTEM 1 agetsiearn, 2
picked SYSTEM 2. It was not the timing of systethst
mattered, it was their nature, i.e., whethédeo or Still was
presented. Clearly, the subjects strongly prefe¥&eo given
this exploratory task.

Table 4. Results of post-treatment questionnaires.

5-Point Scale (left = 1, right = 5) Avsetrigge A\\ﬁedrz(g)]e
Unsatisfying — Satisfying 3.00 3.14

Not Inspiring — Inspiring 3.57 3.64

Not Entertaining — Entertaining 3.00 3.14
Inaccurate — Accurate 2.71 3.34

Too little content — Too much content 3.36 3.5

The 23 contributed open-ended comments support
questionnaire data. While 14 of these commentst et text
search or the given topic, 9 discussed the SYSTEMni
SYSTEM 2 differences. Three expressed frustratigh the still-
image and audio presentation, e.g., “it was alistivkward just
looking at their pictures and only hearing them aspk Four
praised the video presentation, e.g., “it's morgagiing to see the
person speak than to just hear them.” One indicttatdthe user
did not care between still-image and video, and‘“cpaldn’t tell
any difference between the systems.” It is muchenlizely that
with the exploratory task, subjects recognized therence
between systems, whereas with the focused direstacch task
they did not. If subjects had to state the diffieee between
SYSTEM 1 and SYSTEM 2, at least 8 and perhaps ay mas 13
would have been able to identify the difference.

Automatically collected transaction logs show tfiat the 20-
minute session, subjects on average submitted eki6 queries
with Still and 4.8 text queries witklideo. They took the paper
instructions’ advice and stayed with text querisstee exclusive
directed search mechanism: image search was $s&doé the
140 performed searches. The text searches weegl bwith the
maximum number of stories per search, set at 16 returned
due to the default or'ing of terms and the subjecisfocusing the
search further through and’ing or adjacency searShbjects on

average withStill returned 552 stories per text query, while
subjects withVideo returned on average 497 stories per text

query. On average, subjects wistill used the story player
interface for 799 of their 1200 seconds, or 66.6&4he time.
Subjects withVideo used the story player interface for 814
seconds, or 67.8% of the time. On average, subjeith Still
submitted 11.2 stories into the Collector, whilehawWideo they
submitted 10.6.

None of these measures is significantly differetatistically

betweensStill and Videq, i.e., regardless of treatment, subjects

used the systems in the same way for the explyratearch —
spending much less time thinking of and issuing tgieries, at a
rate of roughly one every four minutes. They sgesmall bit of

time posting results, and the majority of time, tthads of the
session, reviewing stories with the playback ireef shown in
Figure 1.

The nature of the task, exploratory search undexed time and
performance constraints, is in agreement with homumber of
African American Studies and History professors us@l

histories in their classes: as assignments leadiom for student
exploration instead of more directed lookups ofdaar episodes.
For such broad thematic exploration, representedhastopics
used with SYSTEM 1 and SYSTEM 2, the subjects payany

more stories, and noticed and reacted to the vigpabsentation,
i.e., the interface portion above the transcrigfigure 1.

7. DISCUSSION

Dependent on task, the visuals in the story pladybaea are
either unacknowledged with no effects, or strongtgferred as
motion video rather than still image form. The tetadied tasks
were the treasure hunt directed search and an epded
exploratory search. An exploratory search “maycharacterized
by the presence of some search technology and niafton
objects that are inherently meaningful to users terofmotivated
by a complex information problem, and a poor un@@ding of
terminology and information space structure” [23larchionini

thebreaks down three kinds of search activities: IgoKkearn, and

investigate, noting exploratory search as espgciadirtinent to
the learn and investigate activities [14]. Thestfistudy, the
treasure hunt task, was solely in the “lookup” gatg, as are the
tasks in many traditional information retrieval dars studying
fact retrieval or question answering. The secdndysrequired
learning and investigating activities, which Mahini further
breaks down as follows [14]:

e Learn: knowledge acquisition, comprehension/intetation,
comparison, aggregation/integration, socialization

« Investigate: accretion,
synthesis, evaluation,
transformation

analysis,
discovery,

exclusion/negati
planning/foraéngst

Not surprisingly, the teaching faculty and libragcience
professionals at the UB Workshop were quite intece the use
of The HistoryMakers Digital Library for more thajust

traditional fact retrieval and lookup, but also ftvese learning
and investigating activities. Hence, two studiesevconducted,
and user actions differed based on the task. feastre hunt
lookup, significantly more text searches were idsue the 20-
minute sessions than with exploratory search, cdgss of
interface treatment. With exploratory search, i§icemtly more

time is spent playing stories regardless of for(sétl or video)

versus the treasure hunt task.

In the lookup task, subjects were driven to findt$a being
ignorant of the oral history visual presentatioffedences. A
prior eye-tracking empirical study looked at digitaideo

surrogates comprised of text and three thumbnadges to
represent each document, and found that particpkaked at
and fixated on text far more than pictures [10hey used the text
as an anchor from which to make judgments aboutligteof

results. The authors conclude that perhaps thHe ey have
affected performance, but no evidence for suchnélnence was
found [10]. In the pair of studies reported hese, do have a
body of evidence suggesting different foci of iewrwithin the
story playback interface of Figure 1. For factKop, subjects



focused on the lower half of the interface, thet teanscript,
while for the exploratory task, they acknowledged axpressed a
strong preference for the upper half being motimee. Given a
targeted search task, text representation dominessattention.
For exploratory search tasks, participants learniagd
investigating through a greater frequency of staipyback
express a strong preference for motion video reptesons of
the oral history interviews.

For the first impressions study here, the 20-mirime limit was
restrictive, especially for the exploratory taskSo that users
would not be overwhelmed with interface choicest search was
emphasized, but the resulting subjective scordabie 4 are low,
with the low-rated satisfaction supplemented bymepaded text
comments asking for more ways to browse the ostbhies and
more access strategies than just text search. adfy the full
HistoryMakers Digital Library through Informedia qumessing
does offer many additional exploratory interfaceshsas map and
timeline views, visualization-by-example VIBE plptgjuery
previews based on interviewee and subject headasgdiscussed
elsewhere [3]. As noted above, these two studare wonducted
with a streamlined interface to focus on tB#ll versusVideo
question for first-time users of the corpus, bugrethe short term
study here suggests that for exploratory searatrsusant more
options. They made use of image search for 5%eif issued
searches, for example, as opposed to image seaity bised for
only 0.5% of the searches in the treasure hunt task

Marchionini notes that searches supporting invesitig involve
multiple iterations that may take place over lomgiqds of time
[14]. Shneiderman and Plaisant acknowledge thatuating
tools for exploratory, creative work is difficul@nd call out the
need for longitudinal research with “Multi-dimensa In-depth
Long-term Case-studies (MILC)” [20]. Ideally, MIL&search
could be conducted with the campuses, faculty, sndients
involved in The HistoryMakers testing, i.e., thogarticipants
from the UB Workshop, to see changing patternssefand utility
as the faculty and students gain familiarity angegience with
the system. Such research is a logical extensiothe “first
impressions” research reported here. In the teiulti-
dimensional In-depth Long-term Case studies” theltimu
dimensional aspect refers to using observationgeniiews,
surveys, as well as automated logging to assesgasiermance
and interface efficacy and utility. The in-depthpest is the
intense engagement of the researchers with theussak to the
point of becoming a partner or assistant. Longieefers to
longitudinal studies that begin with training ineusf a specific
tool through proficient usage that leads to styatgtanges for the
expert users. Case studies refer to the detadipdrting about a
small number of individuals working on their ownoptems, in
their normal environment.

Somewhat surprisingly, both studies confirm thaewlhe stories
are presented as motion video, the subjects ratesybtem as
being more accurate. This conclusion merits furtheestigation
as here we only research impressions after a 20tengession. |If
subjects work with a system for days or a whole estar, will

they still rate interfaces with video representatias more
accurate? And by “accuracy,” are users referrinthé historical
content as such, or rather to the way video previdemore
accurate sense of the personality and reliabilftghe observed
interviewee? Longer term studies informed by theseé similar

questions are being designed as ways to build fteenresults
reported here.

In discussing the Australia National Library or&tbry program,
Barry York comments that oral history is importamproviding a
“richer texture to the fabric of our history andritegge” [24].
Faculties introducing their students to The Hisktakers Digital
Library are advised against giving only lookup t&ask a goal of
the assignment is to appreciate the “texture” @f ¢inal history
corpus. With a fact-finding assignment, studenii M«ely be
extremely focused on text transcripts and not askedge or be
moved by the oral or visual contents of the inems. The same
advice holds for other oral history corpora like WH7]: if
students are given a fact-finding task against Bhmoaterials and
they have text transcripts to work with, they \iate on them.

With exploratory tasks, however, the students mase of and
appreciate the motion video rendering. Given the tosts of
storing and transferring video, and the increasimgreness of
and experience with digital video by students aghabove, oral
history archivists are encouraged to digitize arakenavailable
not only the oral representation but also the nmotiddeo

representation when source videotapes are in haRdr oral

history collections now being gathered, the coradiinistrators
are advised on the benefits of capturing not onolji@recordings
but motion video as well. These benefits will nshow

themselves in first time use of the corpus whetrictsd to fact

retrieval. However, with exploratory search, viden much

preferred for rendering the interviews and leadsioincreased
perception of accuracy. Exploratory search toelp information

seekers get beyond finding to understanding and afe
information resources [14], and as oral histonhaists are likely

to be quite motivated to have their materials bedfgpreciated,
understood and used, video plays a key represengétiole.

8. CONCLUSION

This study suggests that for exploratory inquirpezsally, access
to the video dimension of interview data produceksamced user
connection to and interest in first-time encounterth oral

histories. The empirical and experimental findinggorted here
will be followed up in subsequent studies. But ¢desng that

video data is coming into wider use in oral historgre generally,
the experiments reported here have useful imptinati for

designing the interface between data and user ¢dvin various
systems. The two experiments suggest the impartaoic
providing structural and interface design supportdiverse uses:
fast, efficient means to get right at informatitmut also ways to
appreciate fuller context and an easy way to mogévéen

detailed and exploratory modes of engaging oraltoties

documentation. Story player features such as #padity to

chain through stories, to jump to specific poitdsscan transcript
text for facts, yet also to play full linear stoag motion video,
serve a broad range of lookup, learning, and inyatshg search
activities. Longitudinal work with consumers ofabtistories,

e.g., through MILC research with UB Workshop paptnts, can
identify user and contextual profiles for streanmigthe interface
to better support a varied range of tasks.

Text will always have a role in archival work withal histories.
But clearly, audio and especially video—the primanurces in
which oral history content and meaning are recorda moving
to the forefront of user methodology. Engagingl disstory
recorded media directly—not mediated
transcription—is clearly central to the future bétfield. If oral

through  text



history recordings are truly to become an accessinld usable
resource, the task of research is now to understaaidprocess
more deeply, and to design systems that can suppoas
meaningfully and usefully as possible.
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