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I n t r o d u c t i o n  

The University of Melbourne and RMIT 
(Royal Melbourne Institute of Technology) 
are two of the leading universities in Aus- 
tralia and are located close together in Mel- 
bourne, the capital city of the State of Victo- 
ria. CITRI (Collaborative Information tech- 
nology Research Institute) was established by 
these two Universities in 1990 with the sup- 
port of funding from the Victorian Govern- 
ment. The goal of CITRI was to create a re- 
search institute of significant size (over 200 re- 
searchers and postgraduate students) to work 
with Australian industry in the areas of com- 
puting and communications technologies. A 
modern research facility was established be- 
tween The University of Melbourne and RMIT 
to permit co-location of researchers from the 
two institutions. 

This report describes the activities of the 
database research group at CITRI. This group 
consists of approximately 40 researchers and 
postgraduate students, under the direction of 
Professors Ron Sacks-Davis and Kotagiri Ra- 
mamohanarao. The main areas of research 
are hypermedia systems, document databases, 
and deductive databases. A partial list of re- 
cent publications is given at the end of this 
paper. 

H y p e r m e d i a  s y s t e m s  re- 
search  

The research of the Hypermedia group is fo- 
cused on storage, management, and retrieval 
for large document databases. The volume of 
text available online is growing exponentially, 
with the growth in use of word processors and 

imaging systems; research in this area is re- 
quired to meet the demands of this growth. 
Systems for management of large volumes of 
text and documents will have wide applica- 
tion for libraries, catalogues, collections of law, 
documentation, and any large organisation. 

The group's research can be divided into 
three major areas: large hypertext systems 
(or hyperbases), information retrieval, and 
database systems. 

Hypertext has become widely accepted as a 
methodology for describing and browsing doc- 
uments. In hypertext, documents are stored as 
collections of nodes, with links between nodes 
to represent relationships such as sharing of 
common topics, or citation of one document by 
another. In this paradigm, discovery of knowl- 
edge is made by browsing the data. How- 
ever, current hypertext systems are designed 
for small volumes of text that have been coded 
into hypertext by hand, and are not suitable 
for large document collections. In particular, 
they do not include methodologies for selecting 
documents from the collection, nor is it "feasi- 
ble to hand code large volumes of text into 
hypertext. 

The group is developing techniques to make 
large hyperbases practical. These techniques 
include efficient storage, retrieval, and index- 
ing methods for large databases, automatic 
link generation, and the use of document 
structurc such as that given by markup lan- 
guages like SGML--to aid query processing. 
The group is also extending information re- 
trieval techniques in several ways. These in- 
clude investigating algorithms to allow rank- 
ing over very large collections in reasongble 
lengths of time, and applying natural lan- 
guage and artificial intelligence techniques to 
aid document understanding. 
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To support large hyperbases efficiently, 
database systems should support complex ob- 
jects such as documents. We have undertaken 
research into nested relational database sys- 
tems in order to demonstrate the suitability 
of these systems for the support of complex 
applications involving text, images, and other 
multimedia data. Further research is being 
carried out to make these systems extensible 
so that they can incorporate new algorithms 
easily and to enable application software to be 
migrated into the database kernel over time. 
The Atlas database system is a research pro- 
totype that has been developed to incorporate 
these features. 

A commercial system that incorporates 
some of our research is the Titan Information 
Management System, owned by The Univer- 
sity of Melbourne and RMIT and supported 
and marketed by Knowledge Engineering. Ti- 
tan has been installed in over 150 sites in Aus- 
tralia, New Zealand, Japan, ttong Kong and 
Canada. 

Research Projects 

A t l a s :  A D a t a b a s e  S y s t e m  f o r  
M u l t i m e d i a  A p p l i c a t i o n s  

Principal Investigators: Prof. Ron Sacks- 
Davis, Dr Alan Kent, Dr Justin Zobei. 

The general-purpose database systems in 
use today are well-suited to management of 
data that has a simple model and repetitive 
form. They are often not appropriate, how- 
ever, to advanced applications that require 
management of more complex data, such as 
hyperbase systems and they do not provide 
operators for the direct support of text, image 
and other multimedia data. 

The Atlas database system [12] was devel- 
oped to overcome these limitations. Atlas pro- 
vides both database functionality and high 
level support for applications involving large 
volumes of text. Using a data model based on 
nested relations, Atlas is capable of directly 
supporting objects with complex structures 
such as documents or office memos [3, 15, 18]. 

The design of Atlas is based on the client- 
server model. Applications access Atlas 
databases using a language called TQL [16], 
a nested relational extension of SQL. TQL is 
rich in text searching constructs and supports 
ranked information retrieval, whereby match- 
ing database records can be ordered according 
to their relevance to the query. Atlas includes 
powerful indexing methods based on signature 
files that provide efficient access to very large 
databases. 

Several applications built using Atlas in- 
clude hypertext systems, legal information 
systems and image databases. 

Large Hypertext Databases 

Principal Investigators: Mr Michael Fuller, Dr 
Ross Wilkinson, Dr Justin Zobel, Prof. Ron 
Sacks-Davis, Mr Eric Mackie (University of 
Waterloo). 

The aim of this project is to explore the de- 
sign and architecture of large hyperb~es so 
that browsing-based systems can be combined 
with information retrieval techniques. Such 
combined systems will allow browsing users to 
locate particular areas of interest quickly, and 
give querying users the opportunity to browse 
interesting areas of data. 

This project has resulted in a hypertext sys- 
tem, based on Atlas, that uses SGML to stan- 
dardise and automate data capture, markup, 
storage, display, and exchange [2]. The project 
involves collaboration with the University of 
Waterloo, who developed a user interface with 
Lector, an SGMbbased display tool. In this 
system the text and links of the database are 
represented visually on the screen in a style 
reminiscent of the printed page. Links from 
phrases in the text to related material are vi- 
sually emphasised. Activation of a link using 
a mouse or the keyboard takes the user to the 
destination of the corresponding link. 

The database can be searched without the 
need to learn a query language. The user sim- 
ply describes the topic of her search, and a nat- 
ural language algorithm translates the user's 
description into a ranked query for the node 
layer to perform. A list of links to the match- 
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ing documents is then constructed in order of 
their relevance to the search topic [14]. 

We are also developing indexing techniques 
to support retrieval of hierarchically struc- 
tured data, as typically required for retrieval 
from document databases. 

Indexing and Storage Techniques 

Principal Investigators: Prof. Ron Sacks- 
Davis, Prof. Kotagiri Ramamohanarao, Dr 
Justin Zobel, Dr Alistair Moffat, Dr Alan 
Kent, Mr Evan Harris. 

A number of techniques have been devel- 
oped for efficient storage and retrieval of infor- 
mation from large databases containing both 
text and structured data. Indexing methods 
developed within the group include signature 
file methods, compressed inverted files, and 
multikey attribute hashing. 

A generalized signature file architecture has 
been developed to support access to both 
small and very large text databases [6, 8, 13]. 
These methods incorporate storage represen- 
tation based on bit slice techniques, multi- 
level indexing methods where signatures are 
formed for both blocks of records as well as 
single records. These methods do not require 
a vocabulary of indexed terms to be main- 
tained and provide support for indexing on 
word parts and word pairs. 

Inverted file methods maintain a vocabu- 
lary of indexed terms and for each indexed 
term, an inverted list containing the record 
identifiers of matching records is maintained. 
Our compression techniques reduce the stor- 
age overheads on the inverted files and provide 
efficient retrieval through fast decompression 
techniques. These methods are more storage 
efficient than signature file methods and pro- 
vide for the ranking of matching records in or- 
der of user relevance as well as for boolean 
query processing [9, 11, 17]. 

We are developing multikey attribute hash- 
ing techniques. These techniques are exten- 
sions of dynamic hashing techniques for pri- 
mary key retrieval and are designed to sup- 
port partial match retrieval. They are appli- 
cable to formatted data, as typically found in 
relational databases and provide for automatic 
clustering of records. The clustering of records 
can be exploited to realize efficient support for 
join queries and range queries [4]. 
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Tethys: A Language Designed for 
Implementation of an Extenslble 
Database System 

Principal Investigators: Dr Alan Kent, 
Prof. Ron Sacks-Davis, Dr Justin Zobel. 

Tethys is an object oriented language de- 
signed for the implementation of extensible 
database systems. Tethys is based on the Eiffel 
programming language and provides support 
for data types required in database systems. 
For example data of type integer that can also 
take NULL values is supported [5, 7]. 

The object oriented features of Tethys make 
it suitable for the development of modular and 
extensible database systems. A design goal of 
Tethys is to support both compiled and inter- 
preted code so that application code can eas- 
ily be migrated into the database kernel. The 
system also provides automatic storage alloca- 
tion and garbage collection in order to reduce 
coding errors. 

The Tethys compiler generates c code. 

Compression for Text and Image 
Databases 

Principal Investigators: Dr Alistair Moffat, Dr 
Justin Zobel, Mr Neil Sharman. 

Current compression techniques are de- 
signed to compress a stream of data, and are 
optimised for minimal compression plus de- 
compression time. These techniques are not 
well-suited to databases, in which the data ar- 
rives piecemeal, can be retrieved in any order, 
and compression time is relatively unimpor- 
tant. We are investigating techniques suitable 
for document databases and have shown that 
the text stored in a document database can be 
reduced to about 30retrieval faster, because of 
the reduction in volume of disc traffic [1, 10]. 

We have also developed techniques for the 
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progressive compression of image data, the [9] 
compression of images consisting of black and 
white text as well as a number of other image 
formats. [10] 
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D e d u c t i v e  D a t a b a s e s  Re -  
s e a r c h  

The past three decades have seen an extraordi- 
nary explosion in the amount of data stored in 
computer systems. There is now so much data 
stored in databases that we are confronted 
with a new problem: how to make effective 
use of the vast but often bewildering store- 
houses of information that previous research 
has placed at our fingertips. 

Several emerging technologies are attack- 
ing parts of this problem. Hypertext sys- 
terns and object-oriented databases tackle the 
problem of navigation: how users and pro- 
grams can find the information they are in- 
terested in by following links through other 
pieces of information. Deductive databases, 
logic programming and constraint logic pro- 
gramming have a different emphasis: they at- 
tack our present inability to reason efficiently 
with large amounts of data and to reason effi- 
ciently over complex domains. Their aim is to 
provide, to human beings working with very 
large databases (whether as users or as pro- 
grammers), tools that assist them in extract- 
ing all relevant information from the database, 
analysing this information in various complex 
ways, and drawing conclusions accordingly. 

There are many applications of such tech- 
nologies. Examples include decision support 
systems, expert database systems, medical 
database systems, legal database systems, and 
planning systems. 

The group has also produced several soft- 
ware systems. The NU-Prolog system is in- 
stalled in many sites around the world. The 
Aditi deductive database system is a database 
system that supports recursive rules and nega- 
tion. 

R e s e a r c h  P r o j e c t s  

A d i t i  D e d u c t i v e  D a t a b a s e  S y s t e m  

Principal Investigators: Prof. Ramamoha- 
narao Kotagiri, Dr Guozhu Dong, Dr John 
Shepherd, Dr James Harland, Dr Zoitan So- 
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mogyi, Dr Peter Stuckey, Dr David Kemp, Mr 
Tim Leask, Mr Jayen Vaghani. 

Existing database technologies, such as re- 
lational systems, are computationally weak, 
as complex applications cannot be completely 
implemented in such systems. In such cases, 
the database language is embedded in a host 
language (for example C or Cobol) which gives 
the required computational power. However, 
this approach is very inefficient, as the in- 
terface between the host language and the 
database language forms a bottleneck. Au- 
tomatic optimization of such systems is not 
feasible. On the other hand, logic program- 
ming provides a uniform formalism for the ex- 
pression of all data, programs, queries and 
integrity constraints in the system, and the 
semantics of all these constructs. Deductive 
database systems are based on logic, and are 
computationally as powerful as the host lan- 
guages, and therefore these problems do not 
arise. In addition, these systems are amenable 
to automatic optimization. 

The main emphasis in deductive databases 
is handling large amounts of data efficiently. 
Deductive databases represent an integration 
of logic programming and relational database 
technologies with some new techniques unique 
to the field. Relational database technology 
provides the implementation techniques: rela- 
tional algebra operations, transaction mecha- 
nisms and client-server architecture. The main 
technology unique to deductive databases 
is query evaluation algorithms for recursive 
rules. 

Our research is concerned with efficient im- 
plementation of deductive database systems. 

Our group has developed a prototype de- 
ductive database system called Aditi (Aditi 
is the name of an ancient Indian goddess) 
[12]. The front end of Aditi interacts with 
the user in a pure variant of Prolog, a lan- 
guage that has more expressive power than 
relational query languages. The back end has 
a multiprocess client-server architecture, eval- 
uates queries using relational algebra opera- 
tions, and uses other techniques developed for 
relational database systems for the efficient 
management of disk based data. Programs 
and queries are translated from logic to the 
level of relational algebra operations by a com- 
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piler written in NU-Prolog. The bottom-up 
query evaluation algorithms and some of the 
optimization algorithms built into this com- 
piler were especially developed for deductive 
database systems. 

The main areas of research focus in deduc- 
tive databases are as follows: 

• Implementation issues, including system 
architecture (for example, client-server 
models); indexing schemes; algorithms 
for relational algebra operations (for ex- 
ample, join algorithms); and evaluation 
methods, such as hybrid top-down and 
bottom-up computations. 

• Updates, including language primitives 
for transactions; integration of updates 
and transactions into the framework of 
deductive database systems; semantics of 
updates; and crash recovery issues. 

• Optimization, including algorithms for ef- 
ficient recursive query evaluation [6, 4, 
2]; constraint propagation [7, 5]; ab- 
stract interpretation techniques to aid 
constraint propagation; and integration of 
known optimization techniques for rela- 
tional databases. 

• Parallelism [11], including evaluation 
of various models (e.g. client-server, 
dataflow) for the exploitation of large 
grain parallelism; exploitation of small 
grain parallelism through relational op- 
erations; program decomposition analysis 
to enhance parallelism; and efficient data 
cache design to aid parallel computation. 

• Semantic issues, including efficient com- 
putational schemes for logic programs 
containing negation and aggregate oper- 
ators [9, 8, 10, 3]; and concurrency proto- 
cols for deductive database systems. 

Deductive databases have so far supported 
only stratified forms of negation and aggrega- 
tion. We believe we have identified a promis- 
ing approach to non-stratified negation and 
aggregation. We are exploring both the the- 
oretical implications of our algorithm and the 
effectiveness of its implementation in practice. 

Aditi employs a bottom-up, set-at-a-time 
evaluation strategy. Bottom-up strategies, 

which are based on relational technology, have 
very good average performance in a database 
environment, but there are some things they 
are not good at, such as list processing. To 
alleviate these problems, we are looking at 
ways to either incorporate other strategies 
(e.g. a top-down, set-at-a-time strategy) into 
Aditi or to interface Aditi to other systems 
with evaluation mechanisms [1]. In particu- 
lar, we are investigating connections between 
Aditi and conventional and constraint logic 
programming languages. 

The work on parallelism assumes the avail- 
ability of shared memory. In the longer term, 
we wish to look at what it would take to im- 
plement a deductive database system such as 
Aditi on a shared-nothing multiprocessor. We 
would also like to explore the implications of 
large, non-volatile main memories. 
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