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ABSTRACT
Merging decisions from different modalities is a crucial prob-
lem in Audio-Visual Speech Recognition. To solve this, state
synchronous multi-stream HMMs have been proposed for
their important advantage of incorporating stream reliabil-
ity in their fusion scheme. This paper focuses on stream
weight adaptation based on modality confidence estimators.
We assume different and time-varying environment noise, as
can be encountered in realistic applications, and, for this,
adaptive methods are best-suited. Stream reliability is as-
sessed directly through classifier outputs since they are not
specific to either noise type or level. The influence of con-
straining the weights to sum to one is also discussed.

1. INTRODUCTION
Multimodal recognition tasks take advantage of the com-
plementarity of different sources of information, in order
to improve performance compared to monomodal classifiers.
This fusion of information sources can be achieved in differ-
ent ways. First, feature vectors can be merely concatenated
and transformed, resulting in a multimodal feature vector.
This is referred to as feature fusion. Alternatively, in deci-
sion fusion, the outputs of monomodal classifiers are merged
to draw a final classification. Unlike the previous approach,
decision fusion techniques have the ability to incorporate
stream reliability to improve their robustness to adverse
time-varying conditions. Furthermore, they can operate at
different temporal resolutions, which allows asynchronicity
to different degrees. This leads to the distinction between
early, intermediate and late integration. In this paper we fo-
cus on a particular early integration technique using decision
fusion via a weighted product rule: the state synchronous
multi-stream Hidden Markov Model (MSHMM) [1].

The paper is structured as follows. Since our application is
Audio-Visual Speech Recognition (AVSR), a brief overview
of this topic, including our implementation details, is given
in Section 2. Section 3 introduces the MSHMM principles.

Section 4 investigates the stream weight estimation in an
adaptive unsupervised way. More precisely the choice of
modality confidence indicators relying on classifier outputs,
as well as their mapping towards stream weights is discussed.
Section 5 shows our audio-visual recognition results. Finally
section 6 concludes and presents some guidelines for future
work.

2. OUR AVSR SYSTEM
AVSR is very well-suited as an application of multimodal
fusion techniques. AVSR uses visual information derived
from the video of the speaker to improve the audio speech
recognition results, especially when the audio is corrupted by
noise. This can be done because the audio and the video are
complementary in this case, that is, the phonemes that are
easily confused in the audio modality are more distinguish-
able in the video one, and vice-versa. On the other hand,
the fusion methods used for AVSR are very general and can
be implemented in any situation where several streams of
information need to be combined.

For our experiments, we use sequences from the CUAVE
audio-visual database [6]. They consist of 36 speakers re-
peating the 10 digits. Out of these 36 sequences, 30 are
used for training and 6 for testing. The accuracy that we
report is the number of correctly recognized words minus in-
sertions, divided by the total number of test words, averaged
over 6 runs with different train/test sets.

We use the HTK library [12] for the HMM implementation.
Our word models have 8 states with one diagonal-covariance
gaussian per state. The audio features used are 13 MFCCs,
together with their first and second temporal derivatives,
extracted 100 times per second. The temporal resolution of
the video is increased through interpolation to reach 100 fps,
since synchrony between the audio and the video streams is
required by our integration method. The visual features are
even-frequency discrete cosine transform (DCT) coefficients
of the mouth images, since they contain the information
related to the symmetrical details of the image, as detailed
in [9]. From them, the highest-energy 64 coefficients are
selected, with their first and second temporal derivatives,
and LDA is applied on them, to obtain a 40-dimensional
feature vector.

3. THE MULTI-STREAM HMM
HMMs have the ability to model sequences of data, making
them particularly well-suited for speech recognition. Multi-
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Figure 1: Three possible mappings from entropy to weight.

stream HMMs [1] have been proposed to generalize this
framework for multimodal processing. They are similar to
classical HMMs, with the particularity that each state con-
tains not one, but several emission probability models, one
for each stream, which are combined through a weighted
product. In this way the emission likelihood bj for state j
and observation ot at time t is expressed as:

bj(ot) =
S∏

s=1

[

Ms∑

m=1

cjsmN(ost; µjsm, Σjsm)]λsjt (1)

where N(o; µ, Σ) denotes the value in o of a multivariate
Gaussian with mean µ and covariance matrix Σ. For each
stream s, Ms Gaussians are used in a mixture, each weighted
by cjsm. In Equation 1, the contribution of stream s is
weighted by an exponent λsjt which in general can also de-
pend on time t and state j. The latter dependency is not
considered in this paper. In practice weights λst should be
dynamically tied to stream reliability, such that, when en-
vironment conditions (e.g. SNR) change, they can be ad-
justed to emphasize the most reliable modality. In most
previous work, stream exponents are constrained to sum to
one, although this is not theoretically necessary. Since the
multimodal emission likelihood in equation 1 is only a score,
the weights are free of any restriction. Subsection 5.1 shows
the gains that can be made by removing the constant sum
constraint.

There are two possible ways to train MSHMMs. The first
is separate training, where different models are built and
trained for each modality. The two resulting HMMs are
then merged into a MSHMM, with the gaussian mixtures
from both models. However, there is no guarantee that the
models will be trained on the same alignment of audio and
video. The second method of training avoids this drawback,
by using a joint multi-stream model from the beginning.
Still, this requires an initial weight in the training phase.
For our experiments we chose this method, with an initial
weight of 0.5.

4. STREAM WEIGHT ESTIMATION
These last years a great interest has been devoted to the de-
termination of stream weights for multimodal integration.
Some methods employ a discriminative training relying on
different criteria: minimizing the Classification Error or max-
imizing entropy in [4], an optimization based on likelihood
value normalization in [11], or the use of a discriminative

model combination in [3]. In [8] the authors build class spe-
cific models and anti-models in an unsupervised way. The
stream weights ratio is then expressed as a non-linear func-
tion of intra- and inter-class distances. In all these methods,
there is some training of the weights done on a held-out
dataset. More intuitively weights have also been computed
as a linear function of an estimated SNR [2].

Our approach consists in finding estimators of stream relia-
bility and mapping them to stream weights. This is done dy-
namically, as our assumption is that noise can vary in time,
and thus the recognition system should be able to adapt to
changing conditions. Because of this we also avoid a super-
vised learning approach, as we assume that the choice of
a held-out set for training has too big an influence on the
results.

4.1 Stream reliability indicators
Our aim here is to define a coherent measure assessing a
modality’s reliability. In AVSR some audio indicators are
extracted on the speech signal: the voicing index ([3]) or the
SNR [2], and video corruption is generally neglected. Our
approach estimates stream confidence directly from each
classifier’s outputs. It is assumed that if a clear peak emerges
in the posteriors distribution, the stream is reliable. On the
opposite, if classes have a flat posterior distribution, ambi-
guity is strong and the modality is unreliable. There are
several ways of measuring the posterior probabilities’ dis-
persion ([7],[5]). In [10] the maximum posterior probability
is used as a reliability measure. We use the entropy, as it
takes into account the whole probability distribution, not
just the maximum.

However, using only the frame-level posteriors from time t
might not be sufficient to assess the reliability of a stream,
since speech classes are not local decisions, but temporal
sequences. For the moment though, we are using the local
estimates to obtain dynamically changing stream weights.

4.2 Mapping towards stream weight
Even after a suitable stream reliability measure has been
found, the question of deriving stream weights from it re-
mains. The weights and the reliability measure might not
be on the same scale, and their relation might be non-linear.
Some approaches use training on a held-out subset of the
training dataset, but, as mentioned before, we try to avoid
this, as we consider that the type and intensity of noise in



testing conditions is uncertain. This means that having a
held-out set for weights training that matches the target
noise conditions is very unlikely.

The approach that we take is to find a mapping that satisfies
a few basic conditions. In our case, as the posterior entropy
is used as a reliability estimator, the relationship between
the estimator and the weight is inverse, that is, when the
entropy is low, the weight should be high, and vice-versa.
We also impose for the moment that the sum of the weights
should be 1.

Let the audio and video streams’ entropies be Ha and Hv,
and their associated weights λa and λv. The maximum value
that the entropy can reach in our case is Hmax = log283 ≃

6.3 since we have 83 classes. The mapping should ensure
that when H = 0, λ = 1 and when H = Hmax, λ = 0.
Obviously, when Ha = Hv, λa = λv = 0.5.

There are several possible mappings that can be used. Two
possibilities are presented below:

λa(t) =
Hmax − Ha(t)∑
s
Hmax − Hs(t)

(2)

λa(t) =
1/Ha(t)∑
s
1/Hs(t)

(3)

We will refer to equations 2 and 3 as the “negative en-
tropy” and “inverse entropy” mappings. They have a com-
mon shortcoming: if one of the entropy values is close to
an extreme (either zero or Hmax), a variation in the other
entropy’s value will have no effect. This can be seen in fig-
ure 1. To avoid this problem, we derived a third mapping,
which represents a plane in 3D space, as shown below:

λa(t) =
Hv − Ha

2Hmax

+
1

2
(4)

5. AV RECOGNITION RESULTS
In this section, we will present our results for AVSR, em-
phasizing the gain that can be obtained from multimodal
fusion, especially in the presence of noise. We use two types
of additive noise, white and babble. First, we show that al-
lowing the weights to vary freely between 0 and 1, without
constraining their sum, can lead to improved results. This is
done with weights that are fixed for the whole length of the
test sequence. Second, we present our results with dynami-
cally adaptive weights based on stream entropy, as detailed
in section 4.

5.1 Unconstrained static weights
Decoding in a HMM-based recognizer requires finding the
most probable sequence of states given a series of obser-
vations, which is accomplished by searching the best path
through a lattice of Markov states characterized by transi-
tion and emission costs. The final score of a path is a sum
of weighted emission log-likelihoods and the logarithms of

Figure 2: The influence of unconstrained stream
weights on the recognition accuracy for SNR = 10dB
(babble noise).

sum=1 unconstrained gain
clean 98.66 99.45 +0.79

10 dB 90.74 92.64 +1.90
-10 dB 57.18 61.93 +4.76

Table 1: Maximum performance with constrained
and unconstrained weights, for three SNRs with
babble noise.

transition probabilities. Although the weights are only ap-
plied on the emissions, if their sum is allowed to be different
than 1, they can change the balance of importance between
the emission and the transition probabilities. A low value for
this sum would mean that a higher importance is placed on
the transitions, compared to the emissions, and vice-versa.

Figure 2 shows the impact of static (i.e constant during
utterances) weights, on the Audio-Visual recognition rate,
when the constraint on the sum is removed. Direction (D)
represents the condition of unitary sum. Searching on this
diagonal leads to a great improvement compared to mono-
modal results, however this may lead to missing the optimal
performance point. In our example releasing this condition
brings a gain of about 2% which is far from negligible. Table
1 shows that there are gains across all SNRs.

Even though the potential gain is obvious, finding the op-
timal scaling factor between emissions and transitions (i.e.
the weight sum) is a difficult problem in the context of dy-
namically varying weights. Normally, emission likelihoods
have a much higher order of magnitude (in log domain) than
transition probabilities, and thus, they have a predominant
influence on the decoding. However, in adverse conditions,
they are less reliable and their importance should be re-
duced, as shown in figure 2. The fact that emission likeli-
hood ranges also depend on the dimensionality of the feature
vector makes this study even more complex, which is why
it is the object of ongoing research. For now, the dynamic
weights are constrained to sum to one.

5.2 Dynamic weights
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Figure 3: Word recognition results for both uni-
modal and multimodal recognizers, with different
levels of white noise.

Figure 3 shows the percentile accuracy obtained for audio-
only and video-only recognition, as well as the three entropy
mappings mentioned earlier. We also performed tests with
another method from the literature, the maximum stream
posterior (MSP) algorithm presented in [10], for comparison
purposes. The MSP technique bases its choice of weights
only on the maximum posterior probability at a given mo-
ment.

As can be seen, all multimodal methods outperform audio-
only recognition by a margin that increases with the audio
SNR, which was expected. The MSP method is the worst
performing between the audio-visual ones, while the best
entropy mapping seems to be the plane. The difference be-
tween the inverse entropy mappings and the other two shows
that, all things being equal, the choice of the mapping func-
tion is also important.

6. CONCLUSION AND FUTURE WORK
We addressed the problem of stream weight estimation in
the MS-HMM framework for AVSR. Our approach has two
parts. First, we determined an estimator of stream reliabil-
ity, in our case, the entropy of the state-level posteriors at
each time instant. Secondly, we determined suitable map-
pings from the entropies to the stream weights, while avoid-
ing training-based methods as they may not generalize well
to unseen noise types and levels. Our technique was com-
pared to another state-of-the-art method, leading to a slight
improvement.

A second contribution of our paper is showing that the con-
dition typically put on the weights sum is unnecessary, and
there are gains that can be made by using this sum to bal-
ance the influence of the transition probabilities during de-
coding.

In the end, two questions still remain open and are the sub-
ject of ongoing research. First, the entropy of the instan-
taneous posterior probabilities for each frame may not be
an adequate choice for this task. Indeed, we are trying to
recognize patterns in temporal sequences, so a measure that

takes into account a longer time frame might be more ade-
quate. Secondly, allowing not only the weights but also their
sum to vary dynamically might lead to better performance,
if a suitable method of adaptation is found.
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