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S u m m a r y 

"Computer sys t em des ign" , or using 
the new phrase "computer organizat ion des ign" , 
has not r ece ived nea r ly the at tent ion that the 
design of c i r c u i t r y and components has 
r ece ived . C i r cu i t ry and component develop
ment tend to provide the u s e r with higher 
opera t ing speeds at lower cost but do not 
n e c e s s a r i l y provide the u s e r with a s y s t e m 
e a s i l y adaptable to his pa r t i cu l a r n e e d s . The re 
is a grea t need for compute r s which can be 
adapted, a s a total sy s t em, to the pa r t i cu l a r 
needs of the u s e r . The changing needs of the 
u s e r r e s u l t f rom consider ing the computer a s 
one p a r t of a l a r g e r information handling 
s y s t e m where man-mach ine communicat ion is 
of grea t impor t ance . There a r e a number of 
t r e n d s in the organizat ion of c o m p u t e r s such 
a s concur ren t operat ion, modula r i ty , control 
h i e r a r c h y , and in tegra l in te r roga t ion and 
display, which help meet the needs of these 
m o r e sophis t ica ted appl icat ions. . Analys is 
shows some of the benefits of modular des ign. 
In addition to the design of the compu te r s 
t h e m s e l v e s , the ana lys is techniques for i n v e s 
t igat ing the appl icat ion, a r e appea r ing . These 
involve queuing theory and the development of 
methodologies for informat ion s y s t e m s ana lys i s 
and the evaluation of computer appl ica t ions . 

Introduction 

It i s i n t e res t ing to note the ph rase 
"compute r organizat ion" in the t i t le of this 
s e s s ion . F o r some t ime now, those of us 
i n t e r e s t ed in the b roade r s y s t e m s a s p e c t s and 
u s e r a s p e c t s of computer des ign, have been 
using the p h r a s e "computer s y s t e m des ign" . 
To many , however , the p h r a s e "compute r 
s y s t e m des ign" st i l l has the connotation of 
c i r c u i t r y and component design or even that 
b r a n c h r e f e r r e d to a s " logical des ign" . 
Although Webs te r defines "organiza t ion" and 
" s y s t e m " with p h r a s e s that have ident ical 
mean ings , to many the ph rase "computer 
o rganiza t ion" will have a different meaning 

than "computer s y s t e m " . The f o r m e r c l e a r l y 
r e f e r s to b roade r s y s t e m s a s p e c t s of 
compute r s such a s ins t ruc t ion r e p e r t o i r e , 
communicat ion with magnet ic t a p e s , s y s t e m s 
expandabil i ty, e t c . P e r h a p s "computer 
organiza t ion" will s t ick; at any r a t e , the word 
" s y s t e m " is s l ightly l e s s overworked . 

The thes i s of my talk is that insuf
ficient t ime and ene rgy has been devoted to 
the ana lys is of computer organizat ion; the 
developments in organizat ion have been o v e r 
shadowed by developments in c i r c u i t r y and 
components . T h e r e have been some r e c e n t 
developments , however , in computer o rgan i za 
tion which indicate growing emphas i s in th is 
d i rec t ion . It is my plan to rev iew some of 
the changing needs , and the t r e n d s in computer 
organizat ion to mee t these needs , and to 
fur ther d i scuss ce r t a in techniques in the 
ana lys i s of informat ion handling s y s t e m s . 

The Status of Computer Organiza t ion 

In the genera l design of compute r 
s y s t e m s , th ree a r e a s of act ivi ty come to 
mind: c i rcu i t s and components , p r o g r a m m i n g , 
and sys tems design or computer o rganiza t ion . 
There have been noteworthy developments in 
c i r c u i t r y and components , many of which 
could be c lass i f ied as b reak th roughs : the 
development of l a r g e - s c a l e magnet ic co re 
m e m o r i e s , the development and use of the 
t r a n s i s t o r , the use of p r in ted c i r c u i t r y , 
and computer au tomated design t echn iques . 
We a r e in the m i d s t of st i l l higher speed 
c i r c u i t r y developments with mic rowave 
techniques and nanosecond speeds becoming 
d i scussed m o r e f requent ly . S imi la r i ty , t he re 
have been somewhat l e s s noteworthy, but 
significant, developments in p r o g r a m m i n g : 
sophis t ica ted c o m p i l e r s , formula t r a n s l a t o r s , 
complete p r o g r a m m i n g s y s t e m s for automat ic 
computer operat ion; m o r e r e c e n t l y we have 
seen the development of p rob l em or iented 
languages such as COBOL (Common Bus iness 
Or ien ted Language) and p r o g r a m s for 
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t r ans l a t ing between var ious computer languages . 

But the a r e a which h a s , f rom my point 
of view, r ece ived far too l i t t le at tent ion, and 
the a r e a which we a r e d i scuss ing he re this 
morn ing , is computer sy s t ems design or 
compute r organiza t ion . Until approx imate ly 
1958 there was l i t t le p r o g r e s s in sys t em 
des ign . The re had been a gradual improvement 
in ins t ruct ion logic with index r e g i s t e r s b e c o m 
ing common and ce r t a in concepts l ike the 
ind i rec t a d d r e s s , coming into u s e . The idea 
of buffering data between the input - output was 
advanced and the in te r rup t was adopted a s a 
powerful technique for matching the computer 
approach to asynchronous ex te rna l dev ices . 
While these advances a r e significant, they do 
not in any sense c o m p a r e with the giant s t eps 
taken in c i r c u i t r y and component development . 

Happily, during the per iod since 1958, 
a number of significant advances have been 
m a d e . The idea which now a p p e a r s a s obvious, 
of having a computer opera te in a t r u ly pa ra l l e l 
fashion was f i r s t embodied in the GAMMA 60 
and the LARC c o m p u t e r s . The des igne r s of 
these mach ines saw the poss ib i l i t i es of i n c r e a s 
ing speed through having l a r g e p a r t s of the 
compute r opera t ing s imul taneously r a t h e r than, 
or pe rhaps in addition to , i nc reas ing c i r c u i t r y 
s p e e d s . While it cannot be proven that 
p a r a l l e l i s m or concur ren t opera t ion is m o r e 
economica l than higher speed c i r c u i t r y , I 
bel ieve that few would argue that i n c r e a s e d 
p a r a l l e l i s m can bea r fruit and that it has not 
been pushed far enough or fast enough. 

We a r e on the ve rge of other b r e a k 
throughs in computer organizat ion. The concept 
of modular i ty coupled with sophis t ica ted i n t r a -
machine communica t ion , such a s that found in 
the Ramo-Wooldr idge RW-400 compute r , will 
undoubtedly r ece ive a g rea t play in the fu ture . 

Applicat ion Horizons 

F o r the p u r p o s e s of our d i scuss ion h e r e , 
cons ide r the appl icat ions field a s being divided 
into t h r e e p a r t s : computing s y s t e m s , cont ro l 
s y s t e m s , and information s y s t e m s . "Comput
ing s y s t e m s " h e r e r e f e r s to the mechanizat ion 
by e lec t ron ic c o m p u t e r s of p r o c e s s e s which 
a r e being done or can be done s e m i - a u t o m a t i 
ca l ly or manual ly . F o r example , pa r t i a l 
differential equat ions were solved for many 
y e a r s by manual m e a n s . S imi l a r ly , bus ines s 

data p r o c e s s i n g was pe r fo rmed by a va r i e ty 
of machines before the main bulk of the 
ac t iv i ty was taken over by the e l ec t ron ic 
digital compute r . Computing s y s t e m s 
const i tu ted the f i r s t appl icat ion phase of 
e lec t ron ic compu te r s ; this appl icat ion will 
continue to grow and f lour i sh and i s , and 
will r e m a i n for many y e a r s , the major 
appl icat ion a r e a of digi tal c o m p u t e r s in t e r m s 
of do l l a r s spent . 

The "control s y s t e m s " appl icat ions 
a r e a of e lec t ron ic c o m p u t e r s i s a much newer 
one. P e r h a p s the f i r s t notable cont ro l sy s t em 
was the Air F o r c e ' s SAGE Sys t em for Air 
Defense. Other s y s t e m s such as re f inery 
p r o c e s s control a r e appear ing . This 
appl icat ions a r e a is poss ib ly bes t c h a r a c t e r -
ized by saying that it p rovides c losed loop 
con t ro l . It f requently r e q u i r e s spec ia l ized 
input - output for the compute r , and seldom 
r e q u i r e s human intervent ion - - the human only 
s e r v e s to monitor the p r o c e s s . Indeed, an 
impor tan t c h a r a c t e r i s t i c of control s y s t e m s 
appl icat ion of compu te r s i s that the human can 
not c a r r y out the p r o c e s s through manual or 
s emi -au toma t i c means because of a c c u r a c y 
r e q u i r e m e n t s , speed r e q u i r e m e n t s , and the 
r e q u i r e m e n t for re l i ab i l i ty in spite of 
monotony. 

But the newest a n d m o s t exci t ing 
appl icat ions a r e a for e l ec t ron ic c o m p u t e r s 
i s the so -ca l l ed " informat ion s y s t e m s " . 
The l ines of definition between the t h r ee 
appl icat ions a r e a s a r e not c l e a r cut and it is 
difficult in some c a s e s (and unimportant) to 
decide in which a r e a a pa r t i cu l a r applicat ion 
be longs . However , informat ion s y s t e m s a r e 
probably bes t c h a r a c t e r i z e d a s follows: 

1. The computer i s imbedded in a 
s y s t e m involving data r ece ip t 

f rom many s o u r c e s , information p r o c e s s i n g , 
information display, and informat ion 
d i s semina t ion . The computer itself is a 
r e l a t ive ly smal l pa r t of the opera t ion . 

2. Automatic data inputs f rom remote 
s o u r c e s a r e p a r t of the s y s t e m . 

Data m a y be control data or data to be 
p r o c e s s e d . The fami l i a r digital data link 
involving wi re communica t ions or r ad io 
communica t ions is employed and speeds up 
to 5500 b i t s per second a r e achieved. 
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3. Man-machine re la t ionsh ips a r e of 
the g r e a t e s t i m p o r t a n c e . Equ ip 

m e n t s for the display of informat ion a r e an 
in t eg ra l pa r t of the sy s t em as well as equip
men t s to in t e r roga te the m e m o r y of the 
compu te r . Vir tua l ly a l l the m e m o r y of the 
compute r i s avai lable to ana lys t s or o p e r a t o r s , 
and many ana lys t s can consult the m e m o r y or 
use the computer facil i ty s imul taneous ly . 

4 . P r o c e s s i n g is c h a r a c t e r i z e d by 
the p roces s ing of independent 

r e q u e s t s for s e r v i c e . The r a t i o of to le rab le 
delay to p rocess ing t ime is low as compared 
to mos t appl icat ions of compute r s for scientific 
and bus ines s p u r p o s e s . 

5. The r e q u i r e m e n t s for re l i ab i l i ty 
a r e v e r y s e v e r e . E l ec t ron i c 

fa i lu res which cause the complete outage of 
the s y s t e m , a r e in to le rab le . 

6. The information s y s t e m m u s t have 
the provis ion for growing as an 

in tegra l s y s t e m . This growth mus t take place 
in an o rde r ly way and without lengthy pe r iods 
of inoperabi l i ty during change ove r . 

7. The sy s t em mus t r e spond to a 
l a rge va r i e ty of r e q u e s t s and it 

mus t adapt itself to the pa r t i cu l a r p roces s ing 
r e q u i r e m e n t s of the ins tant . 

Any information s y s t e m may have these 
c h a r a c t e r i s t i c s to varying d e g r e e s . In some 
c a s e s , some of the c h a r a c t e r i s t i c s a r e absent 
comple te ly . F o r example , the r e q u i r e m e n t 
for absolute round- the -c lock re l i ab i l i ty may 
be absen t . Another comment is in o r d e r : 
f requent ly these so -ca l l ed informat ion s y s t e m s 
p e r f o r m c losed loop control of devices in 
addition to providing information to which humans 
r e a c t . In other words , the definitions for the 
va r ious appl icat ions a r e a s he re a r e sugges ted 
to provide genera l guide l ines and not absolute 
l ines of demarca t ion . 

Needless to say, informat ion s y s t e m s 
i s the newest and mos t sophis t ica ted app l i ca 
t ions a r e a for e lec t ronic c o m p u t e r s . Consider 
for example the use of in te r roga t ion devices 
and display devices in connection with c o m p u t e r s . 
They a re a lmos t non-exis tent today. However , 
they a r e beginning to appear a s s tandard p ieces 
of compute r s and the possible u s e s of these 
devices a r e appear ing in numerous p l a c e s , 

f requently in unexpected a r e a s . 

Quite poss ib ly the m a r k e t for 
information s y s t e m s will dwarf a l l other 
marke t a r e a s eventual ly . The ro ad ahead, 
however , is not without i ts s e r i ous obs t ac l e s . 
P r o g r a m m i n g techniques mus t be developed 
much fur ther to allow the efficient c o m m u n i 
cation between man and machine that i s made 
poss ib le , at l eas t , by ha rdware inqui ry 
s ta t ions and display dev ices . The automat ic 
r e p o r t genera tor techniques in compute r 
p ro g rammin g a r e a beginning s tep in th is 
d i rec t ion . Also cons iderab ly m o r e work m u s t 
be done in the overa l l s y s t e m s ana lys i s to 
make good use of c o m p u t e r s . It has been 
frequently s ta ted that compute r s a t tached 
with automat ic data input equipment , d isplay 
and in te r roga t ion equipment can be used by 
co rpo ra t e top management to conduct the i r 
daily bus ines s and more specif ical ly , make 
compu te r - a ided dec i s ions . Opera t ions 
ana lys i s and decis ion theory mus t be developed 
cons iderab ly fur ther before such u s e s of the 
equipment can be made . 

Computer Organizat ion T rends 

Computer Adaptabi l i ty 

Information s y s t e m s , however , give 
r i s e to a different se t of r e q u i r e m e n t s for the 
cus tomer than has been p rev ious ly seen . 
Almost all of the needs can be summed up in 
one shor t comment : The re is a need for 
compu te r s which can adapt to p r o b l e m s . Up 
to this t ime , compute r c u s t o m e r s have found 
it n e c e s s a r y to adapt thei r p rob l ems to the 
compute r s ; the computer is pu rchased a s an 
en t i re off-the-shelf s y s t e m and the cus tomer 
does as bes t he can to make h is p r o b l e m 
conform; gradual ly the p rob lem fi l ls the 
computer and the cus tomer s t a r t s a l l over 
again worry ing about the next phase . 

In the never ending s e a r c h for speed, 
many of the r e q u i r e m e n t s of the c u s t o m e r - -
many of which now s e e m obvious and funda
menta l - - which would make the compute r a 
sa leable i tem, w e r e neglected. Everybody 
wants to sel l c o m p u t e r s but it s e e m s that 
nobody wants to design compu te r s a t t r ac t ive 
to b u y e r s . 

As s ta ted above, the compute r m u s t be 
adaptable ; it mus t be adaptable to the pa r t i cu l a r 
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c h a r a c t e r i s t i c s of the applicat ion, it mus t be 
adaptable to the r e q u i r e m e n t s which may change 
f rom minute to minute or f rom mi l l i second 
to mi l l i second, and it mus t be adaptable to 
changes which occur throughout the y e a r s . 

Adaptabil i ty can undoubtedly be bes t 
achieved through modular i ty ; the two thoughts 
a r e a lmos t synonomous. Having modular 
components which can be added (or deleted) 
a s the appl icat ion changes provides the long 
t e r m adaptabi l i ty . Adaptabil i ty on a m i c r o 
second-mi l l i second bas i s is provided by 
connecting the modules by high speed switching 
equipment . 

Ins t ruct ion R e p e r t o i r e s 

Adaptabil i ty to the r e q u i r e m e n t s of the 
u s e r can appear in many p l a c e s . One of these 
p laces is in the ins t ruc t ion r e p e r t o i r e . Some 
advances in compute r ins t ruc t ion r e p e r t o i r e 
have been made during the l a s t few y e a r s a s I 
noted prev ious ly . However, techniques do not 
exis t today to de te rmine in some quantitative 
way, the power of a set of ins t ruc t ions a s 
applied to a given information p roces s ing 
p r o b l e m . P e r h a p s in this connection one should 
b o r r o w an idea f rom the mathemat ica l phys ic i s t . 
Consider t r ea t ing a given applicat ion as an 
a b s t r a c t vec tor space which is "spanned" , a s 
the ma themat i ca l phys ic i s t s say, by the set of 
computer i n s t ruc t ions . The set of ins t ruc t ions 
can be cons ide red to be "independent" accord ing 
to some definition of " independence" and as is 
done in theore t i ca l physics in the case of a set 
of v e c t o r s . The set of independent vec to r s is 
" ro t a t ed" to min imize the "ene rgy" r e q u i r e d to 
"span the (problem) space" . In other words 
the set of ins t ruc t ions should be chosen to be 
min ima l f rom the standpoint of the p rocess ing 
r e q u i r e d and with r e spec t to a pa r t i cu l a r 
p rob l em appl icat ion. 

A poss ib i l i ty in ins t ruct ion logic i s the 
idea of building compu te r s which can change 
the i r f o rm through changing the set of i n s t r u c 
t ions they prov ide . This technique is f requent ly 
r e f e r r e d to a s " m i c r o - p r o g r a m m i n g " and has 
fal len into a s ta te of cons iderab le d i s r epu te . 
However , t h e r e a r e many good r e a s o n s to 
exhume the r e m a i n s . The idea will look 
p romis ing with the following p rov i sos : if 
the p rog ra mming is not burdened unduly by a 
new set of de t a i l s , and if the computer can 
opera te at nea r l y the same speeds as i ts w i r e d -

in coun te rpa r t , and if c r i t e r i a can be 
e s t ab l i shed for the intel l igent choice of 
computer ins t ruc t ions such as is sugges ted 
in the above pa rag raph . A poss ib ly a t t r ac t ive 
idea is to build a bas ic computer package for 
marke t ing , and design it so that the buyer or 
se l l e r can " p a r t i c u l a r i z e " it for a given 
appl icat ion. 

In a sess ion s i m i l a r to th i s one at the 
E JCC in late 1958, the fact was dep lored that 
ins t ruc t ion r e p e r t o i r e s were not or ien ted 
toward automat ic p r o g r a m m i n g and t r ans l a t ion 
between computer l anguages . Unfortunately 
nothing has happened to make that indic tment 
l e s s just if ied. 

Information Display and In te r roga t ion 

Man-machine communica t ion is unde r 
going impor tant changes . These changes will 
probably r e s u l t in most l a rge sca le c o m p u t e r s 
being designed f rom the outset to include 
display and in te r roga t ion conso l e s . Our f i r s t 
c o m p u t e r s , and mos t of our p r e s e n t ones for 
that m a t t e r , allow the display of pe rhaps 100 
l ights to signify the s ta te of the compute r or 
to provide information to the u s e r - o p e r a t o r . 
In mos t c a s e s , approximate ly the same number 
of on/off switches a r e avai lable to communica te 
with the compute r . Of c o u r s e , these compu te r s 
were not specif ical ly designed with soph is t i 
ca ted man-mach ine communica t ion in mind. 
Our modern c o m p u t e r s designed for a tight 
man-mach ine communica t ion loop involve 
the p resen ta t ion of thousands of b i t s to the 
u s e r - o p e r a t o r in a s s imi l ab le f o r m while 
allowing him communicat ion swi tches in 
roughly equal n u m b e r s . With most s y s t e m s 
cu r r en t l y in u s e , information in the fo rm of 
pr in ted copy comes f rom the machine ; the 
u s e r mus t usual ly wait hou r s - - and frequently 
days - - before the new set of in fo rmat ion , 
which he r e q u e s t s as a r e s u l t of what he has 
just p rev ious ly l ea rned , can be made ava i lab le . 
Not so, of c o u r s e , with the new d i sp lay-
in te r roga t ion opera to r consoles such a s those 
found on the RW-400 compu te r . 

Computer Control H i e r a r c h y 

F i g u r e 1 depicts a technique inc reas ing 
in popular i ty in computer design and computer 
use - - that of es tab l i sh ing a h i e r a r c h y of 
computer cont ro l . A possible r e su l t of th is 
" s t a tus seek ing" of computer opera t ions is 



shown in the f igure . The Sys tems Management 
function is the highest level of cont ro l ; it would 
be respons ib le for the s y s t e m s and p r o c e d u r e s 
of the opera t ion and the p rob lem p r i o r i t y 
r e q u i r e m e n t s . If, for example , a c e r t a i n c l a s s 
of p rob lems were not getting the r e q u i r e d 
s e r v i c e , th is level of control would change the 
p r i o r i t y of that p rob lem c l a s s . The Sys t ems 
Management cont ro l level would p e r f o r m 
ut i l iza t ion ana lyses which would provide 
informat ion a s to possible equipment changes , 
and it would provide s u m m a r i e s and r e c o r d s of 
the way in which the computer sy s t em was used . 
Under th is hypothetical model , Sys t em Control 
would be the next control level and would be 
r e spons ib le for the ass ignment of equipments to 
do a specific p r o b l e m and for execut ing the 
p r i o r i t i e s which were imposed a t the higher 
control l eve l . It would r e a c t to s t imul i f rom 
ex te rna l s o u r c e s such as digital data l inks and 
the dep re s s ion of keys at an a n a l y s t ' s console , 
it would ini t iate much of the p r o c e s s i n g 
r e q u i r e d when p rob l ems a r e in te r rup ted , and 
it would t e rmina te p rob lems as r e q u i r e d . At 
the P r o b l e m Control l eve l , m a c r o - i n s t r u c t i o n s 
would be in t e rp re t ed and the management of 
m e m o r y would be per formed; that i s , decis ions 
would be made he re as to where data i s to be 
s to red , and how and where it i s to be t r a n s f e r r e d . 
At the P r o b l e m Control l eve l , the r eac t ions to 
in te rna l s t imul i would be handled, such a s the 
in te r rup t ion of the p rob lem due to lack of data 
or the onset of an overflow condit ion. In 
addi t ion, a t th is level the management , 
p r o g r a m m i n g log i s t i cs and subrout ines would 
be pe r fo rmed . The l a s t two leve ls of cont ro l , 
P r o g r a m m i n g Logis t ics and Data P r o c e s s i n g 
and Equipment Contro l , a r e the usual kinds 
of computer control which we have been doing 
many y e a r s . It might be added that a s t i l l 
lower level of control could be identified, 
namely , " m i c r o p r o g r a m m e d c o n t r o l " . 

Whether the control a s indicated h e r e 
would be c a r r i e d out by h a r d w a r e or through 
p r o g r a m m i n g is uncer t a in . P robab ly most of 
the cont ro l would be effected through p r o g r a m 
ming although this control i s made poss ible 
through h a r d w a r e . F o r example , the in te r rup t 
s ignal enables the r eac t ion of the computer to 
ex te rna l asynchronous o c c u r r e n c e s . It 
behooves the computer des igner to seek ways to 
make this cont ro l h i e r a r c h y e a s y to achieve 
through p r o g r a m m i n g . 

The functions of this hypothetical 

cont ro l model could be c a r r i e d out in a t i m e -
sha red way by one se r i a l ly opera t ing compute r 
o r , on the other hand, by computing and 
control e l emen t s working s imul taneous ly and 
to the extent indicated, independently. 
P robab ly the l a t t e r technique will be found to 
be m o r e effective; there will be a t r end toward 
physica l ly s epa ra t e uni ts pe r fo rming the 
indicated control funct ions. 

The impor tance of a h i e r a r c h y in 
computer control is that it gives the computer 
a se l f -organiz ing c h a r a c t e r . With such a 
h i e r a r c h y the computer can be in t rospec t ive 
much a s the human i s , and can continual ly 
moni tor the c o u r s e of i t s b u s i n e s s to 
opt imize i ts ope ra t ions . 

Modular i ty and Rel iab i l i ty 

Some of the benefi ts of a m o d u l a r -
designed computer have been r e f e r r e d to 
above in d i scuss ing computer adaptabi l i ty . 
Another advantage of modular i ty i s that it 
b r ings about g r ea t e r re l i ab i l i ty at a lower 
cos t . 

In F igure 2 the re i s shown a d i a g r a m 
showing the r e l a t ionsh ip between modula r i ty 
and re l iab i l i ty . On the a b s c i s s a i s the degree 
of modular i ty of a computer s y s t e m defined 
a s 100 minus the percen tage of the total 
r e p r e s e n t e d by the l a r g e s t module . If, for 
example , the compute r was made up of 10 
modules , each of which was 10% of the to ta l , 
the degree of modula r i ty in this ca se would 
be 90%. The ordinate he re r e f e r s to the 
e x t r a equipment which is needed to provide 
a level of re l i ab i l i ty equal to that of dupl ica t 
ing an ent i re compute r s y s t e m . The solid 
curve shows the amount of ex t r a equipment 
needed to provide the same degree of 
re l i ab i l i ty a s obtained by doubling up on the 
amount of equipment in the ca se of the 
computer with z e r o modula r i ty . It i s a s s u m e d 
that a l l modules have the same re l i ab i l i t y . 

The re a r e many v a g a r i e s in i n t e r p r e t 
ing a graph of the kind shown in F i g u r e 2, 
and the r e s u l t s the re a r e mean t to be m o r e 
quali tat ive than quant i ta t ive . However , it can 
be shown through s imple m a t h e m a t i c s that 
the computer 90 p e r cent modular r e q u i r e s 
only 30% ex t ra equipment to get the same 
re l i ab i l i ty a s duplicat ing the e n t i r e single 
computer with no modular i ty , where the 



assumpt ion is made that the modules a r e each 
no m o r e re l i ab le than the en t i re computer 
without modular i ty . The dashed l ines showing 
the total equipment re fer to a rough e s t ima te 
of the equipment needed plus a rough e s t ima te 
of the additional equipment needed for 
communica t ion among the modules . It s e e m s 
c l ea r that a s the modular i ty p roceeds c lose r 
to 100% - - that i s , c lose r to the t r a n s i s t o r or 
diode level - - that the equipment needed for 
communica t ion b e c o m e s v e r y g rea t , and 
poss ib ly unbounded in the l imi t . Expe r i ence 
plus some ana lys i s shows that the re is probably 
a min imal point lying somewhere between 80 
and 95% degree of modular i ty . 

Computer re l iabi l i ty , modula r i ty , and 
control h i e r a r c h y , incidental ly, t e a m together 
in an impor tan t way. One of the higher l eve l s 
of control , probably Sys tem Control of 
F i g u r e 1, mon i to r s equipment f a i l u r e s . When 
fa i lure occurs the module not in use is switched 
in . Or , if al l modules a re in u s e , the lower 
p r i o r i t y p rob lems a r e t e m p o r a r i l y put a s i d e . 
In other words , ca tas t rophic fai lure does not 
occur ; the s y s t e m automat ica l ly adapts i tself 
to c a r r y on the p roces s ing with only sl ightly 
degraded p e r f o r m a n c e . 

Compute r M e m o r i e s 

P r o g r e s s in the sys tem organizat ion and 
use of high speed m e m o r i e s i s pa r t i cu l a r ly 
lacking . We have made m e m o r i e s bigger and 
f a s t e r , but that i s about a l l . Some d iscuss ion 
has taken place of the v i r tues of smal l u l t r a 
high speed m e m o r i e s for " s c r a t c h - p a d " u s e , 
and it has been adopted in a few c a s e s . A few 
poss ib i l i t i e s for new uses have been advanced 
but the re has been no embodiment of anything 
organiza t ional ly or logical ly new and, m o r e 
su rp r i s ing ly , no analys is has been pe r fo rmed . 

Refe r r ing to F igu re 3, t he re is a r e m a r k 
that could be made about the duty cycle of l a rge 
sca le m e m o r i e s . P robab ly the curve of m e m o r y 
usage vs m e m o r y s ize for l a rge scale m e m o r i e s 
i s s imi l a r to that shown in the f igure . It 
c e r t a in ly is t rue that the absolute r e q u i r e m e n t 
for 30, 000 words of s torage o c c u r s far l e s s 
f requent ly than the r equ i r emen t for 4, 000 words 
of s t o r age . It i s r ea l i zed of c o u r s e , that th is 
i s a function of the p rob lem and a function of 
the p r o g r a m m e r ' s to le rance of r e d tape 
p r o g r a m m i n g log i s t i c s . However , since 
32, 000 words of m e m o r y a r e on hand in the 

hypothetical example , t h e r e is an e x t r a 
capac i ty a s r e p r e s e n t e d by the p a r t of the 
rec tangle above the c u r v e . This ex t r a 
capac i ty i s roughly propor t iona l to the e x c e s s 
capac i ty for the m e m o r y device in e x c e s s of 
the " theo re t i ca l " amount needed a s 
del ineated by the c u r v e . T h e r e f o r e , it s e e m s 
that if the computer were des igned to sha re 
this m e m o r y with other p r o b l e m s and if a 
s y s t e m could be devised to switch m e m o r y 
a s s i g n m e n t s , the duty cycle of the m e m o r y 
could be g rea t ly i n c r e a s e d and efficiency 
would a c c r u e . The curve and the l a r g e a r e a 
above the curve suggest that a cons iderab le 
f ract ion of the cost of the m e m o r y could be 
spent in the ha rdware to effect a shar ing of 
the m e m o r y and st i l l a saving could be 
achieved. 

Information Sys tems Ana lys i s 

The re was re fe rence above to the need 
of compu te r s which adapt to p r o b l e m s . The 
quest ion immedia te ly a r i s e s , however , a s to 
deciding what the needs of the p r o b l e m s a r e . 
It i s c l ea r that if informat ion s y s t e m s a r e to 
take the i r r e s p e c t e d place in our scientific 
wor ld , we must develop ways of analyzing 
them. 

Queuing Theory 

One of the d isc ip l ines which might be 
appl ied is queuing theory . It was s ta ted above 
that information s y s t e m s a r e c h a r a c t e r i z e d 
by a low ra t io of to le rab le delay to p r o c e s s 
ing t ime for a s e rv ice r e q u e s t . It i s this 
c h a r a c t e r i s t i c which makes a queuing theory 
approach poss ib le . A non -ma thema t i ca l 
s t a tement of the p rob l em would go something 
like th i s : s e rv ice r eques t s for the p roces s ing 
of data a r r i v e on a r a n d o m bas i s and it is 
d e s i r e d to know the m i n i m u m equipment 
n e c e s s a r y to provide the se rv ic ing of these 
r e q u e s t s while meet ing s y s t e m pe r fo rmance 
specif icat ions s ta ted in t e r m s of max imum 
to le rab le delay or average delay. 

F i g u r e 4 shows a curve which r e l a t e s 
the p roces s ing speed of a computer s y s t e m to 
the ave rage delay in p roces s ing a r e q u e s t . 
The curve is s imi l a r to that given by Ackley 
but the va r i ab l e s have been no rma l i zed so as 
to make the r e s u l t s genera l ly appl icab le . An 
impor tan t impl icat ion of this cu rve is the 
following: the ave rage s e rv i ce demand ra t e 



in a lmos t all appl icat ions goes up a s the s y s t e m 
deve lops . If the p rocess ing speed does not at 
the same t ime go up, the r a t i o given by the 
a b s c i s s a is reduced and the ave rage delay 
i n c r e a s e s a s the curve shows. Obviously then, 
t h e r e is a r e q u i r e m e n t to have the computer 
des igned so that i ts p rocess ing speed can change 
accord ing to the demand for s e rv i ce so a s to 
keep the average delay within to le rab le bounds 
and st i l l not have a per iod of t ime when the 
s y s t e m has exces s capabil i ty and exces s cos t . 
Modular compute r s provide exact ly this abi l i ty 
to i nc rease thei r p rocess ing speed. Computing 
e l emen t s can be added to the sys t em to keep 
pace with the demand and to keep , consequently, 
the ave rage delay bounded. 

Information Sys tems Design Methodologies 

In the design of information s y s t e m s it 
i s impor tan t to develop techniques for 
sys t emat i ca l ly fitting the computer r e q u i r e 
ment s to the operat ion r e q u i r e m e n t s of the 
s y s t e m . 

F i g u r e 5 shows a method for c a r r y i n g 
out such a design. The operat ional r e q u i r e 
ment s give r i s e to the identification of ce r t a in 
data types , volumes of data, the p roces s ing 
r e q u i r e d , and the dis t r ibut ion of r e q u e s t s for 
s e r v i c e . Together they define a p r o b l e m . If 
an ini t ia l assumpt ion is made a s to the speed 
for p roces s ing each one of these types of data , 
the en t i r e p r o c e s s can be analyzed. P robab ly 
the technique used he re is s imulat ion by l a rge 
sca le digi tal compute r . This gives r i s e to 
information on the average length of delays 
which, when compared with the delay r e q u i r e 
ments imposed by the operat ional c h a r a c t e r 
i s t i c s of the sys t em, will de te rmine whether the 
s e rv i ce is to le rab le or not. If the s e rv i ce is 
in to le rab le , then assumpt ions mus t be changed 
as to the speed with which the p roces s ing is 
pe r fo rmed . Having de te rmined that the 
se rv ice is to l e rab le , and having de te rmined 
the speed r e q u i r e m e n t s , an ana lys i s can be 
made to de te rmine the complement of 
equipment n e c e s s a r y . After this i s done, the 
total s y s t e m is analyzed in view of p r o g r a m 
ming r e q u i r e m e n t s to de te rmine whether the 
design is in al l r e s p e c t s accep tab le . Poss ib le 
imba lances in the se rv ice or in the amount 
of equipment can r e su l t in a fur ther ana lys i s 
and a change in the equipment complement . 

An ana lys i s was pe r fo rmed at R a m o -

Wooldridge s i m i l a r to th is and was r e p o r t e d 
by Rothman^; the r e s u l t s a r e shown in 
F igu re 6. The p rob l em mix gives the 
c h a r a c t e r i s t i c s of the p rob l em. F o r example , 
50% of the p rob l em r e q u i r e d se rv ic ing 
r eques t s which had to be comple ted on an 
ave rage of 0. 5 minutes and with a tota l 
p rocess ing t ime of 1. 5 minu te s . Po i s son 
d is t r ibut ions were a s s u m e d and the f requency 
of a r r i v a l s is given e s sen t i a l ly by the 
a b s c i s s a in t e r m s of the average number of 
r e q u e s t s a r r i v ing t r an s l a t ed to the number of 
compu te r s to handle this ave rage load. The 
ze ro per cent curve shows that if the number 
of compute r s equals the average load, then 
t h e r e is a z e r o probabi l i ty of se rv ic ing the 
p rob l em mix. As an exces s of c o m p u t e r s is 
appl ied, se rv ice improves as the r e s u l t s 
indica te . 

In many c a s e s , however , the queuing 
theory approach is not appl icable . The re is 
a need for a more genera l approach to 
evaluating the appl icabi l i ty of a computer to a 
given p rob lem. What is so re ly needed then is 
a technique for developing the impor tan t and 
significant c h a r a c t e r i s t i c s of p r o b l e m s and, 
l ikewise , the impor tan t and significant 
c h a r a c t e r i s t i c s of c o m p u t e r s . 

The genera l thought is p o r t r ay ed in 
F i g u r e 7 whe re , s t a r t ing with the genera l 
p rob lem c h a r a c t e r i s t i c s and the genera l 
computer c h a r a c t e r i s t i c s , a p r o b l e m model 
of genera l appl icabi l i ty and a computer model 
of genera l appl icabi l i ty , r e s u l t s . (The author 
i s indebted to S. Rothman of Ramo-Wooldr idge 
for s t imulat ing d i scuss ions on the subject . ) 
If a specific p rob l em is de sc r ibed in t e r m s of 
th is genera l p rob lem, and a specific compute r 
i s desc r ibed in t e r m s of this genera l compute r 
module , the theore t i ca l pe r fo rmance of that 
computer involving the pa r t i cu l a r p rob l em 
would be obtained. If the model w e r e deemed 
sufficiently valid, the r e s u l t s then at th is 
point would be useful . In the development of 
the methodology however , it would probably be 
des i rab le to compare the theore t i ca l 
pe r fo rmance with the actual p e r f o r m a n c e , 
providing that the specific p rob l em had been 
a l r e a d y solved by a specific compu te r . By 
making this compar i son one d e t e r m i n e s what 
p r o b l e m model changes and what computer 
model changes a r e n e c e s s a r y . These then can 
be sent back to improve the p rob l em model 
and the computer model . 



Conclusion 

That there has been li t t le p r o g r e s s in 
computer sy s t em design or organizat ion s t ems 
f rom the fact that computer technology is 
r e l a t i ve ly new. That excuse , of c o u r s e , ages 
rap id ly . A contr ibut ing factor i s that most 
c o m m e r i c a l computer manufac tu re r s a re 
inherent ly conse rva t ive , and see i n c r e a s e d 
c i rcu i t speed as the only solution. Unfortu
nate ly other groups which a r e in a position to 
p romote p r o g r e s s , have not a lways been 
sufficiently percept ive . However , "r ight is 
might" , and the f rui ts of these approaches 
will mos t l ike ly become inc reas ing ly manifes t . 
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