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Summary 

Sampled data techniques were first 
applied1to digital operations by Linvill and 
Saltzer ' in order to study the errors 
resulting from the use of numerical inte
gration techniques. The purpose of this 
paper is to develop an understanding for the 
mechanics of errors in the digital differen
tial analyzer and to evolve a conceptually 
simple error theory. This is accomplished by 
establishing some of the basic comcepts 
regarding the applications of sampled data 
techniques to the integration process; devel
oping the matrix model for the solution of a 
system of linear differential equations with 
constant coefficients on a digital differen
tial analyzer and then using the W-transform 
to finalize the error theory. It is then 
easily shown that simple adjustments to the 
coefficient matrix of linear differential 
equations with constant coefficients will 
allow one to obtain solutions to these equa
tions the accuracy of which is limited only 
by round-off errors. 

Mechanics of Error in the DDA 

Fundamentals 

Before progressing directly into the 
analysis of DDA systems, it is desirable to 
examine briefly some of the tools to be used. 
The discrete nature of the variables in digi
tal systems allows the use of sampled data 
techniques which are already widely used. 
However, some of the concepts involved in DDA 
systems are sufficiently different to warrant 
special attention. Of particular interest is 
the mechanics of integration. 

If y(t) is a continuous function, its 
sampled counterpart can be represented by 
y*(t) where 

CO 

y*(t) = y(t) ' 2 1 S(t-nT) (1) 
n=l 

It is to be noticed that given y(t), y*(t) is 
uniquely determined. However, the inverse 
relation is not unique. That is, given 
y*(t), there are an infinite number of 
functions y(t) that will yield the same 
sampled function. 

Quite frequently it is desirable to con
vert (by some practical technique) the sam-
led function back into a continuous function. 
If a Fourier analysis of the unsampledfsignal 
shows that it contains frequencies f< o/2 
where f is the sampling frequency, the 
unsampled function can theoretically be recov
ered identically by passing the sampled func
tion through an ideal low-pass filter that 
passes all frequencies below f . (This is 
simply a paraphrase of the sampling theorem) 
As a matter of fact, in order to theoretic
ally recover the original signal, the sampl
ing frequency is required only to be at least 
twice the bandwidth of the unsampled signal. 

In the following work, recovery by prac
tical techniques is not the point in question. 
The concern here is with the sampled function 
that has resulted and the sampled function 
that is desired. This will be done by sampl
ing the original continuous function, operat
ing on this sampled function with approximate 
operators and then comparing the result to 
the sampled function derived from performing 
the true operation on the original function 
and then sampling this true function. Hence 
the non-uniqueness of the derived sampled 
function is not a matter of concern nor are 
any of the previously mentioned recovery 
restrictions. 

The Laplace transform of the sampled 
y(t) is given by the convolution of Y(s) and 
the Laplace transform of S(t-nT). This can 
be written in two different ways: 

T r 1 
Y*(s) = -r— Jc Y(w) ' ~ - ( s - «)T ' du> (2) 

2itj 1 - e 

Y*(s) = ~ r fc - = * Y(s - o) ' do, (3) 
2KJ 1 _ e-wT 

where residues are considered only at the 
poles of the first function inside the 
integral sign. 

The two forms shown yield considerably 
different appearing results. Equation (3) 
yields residues at the poles of — 

, -wT 
1 - e 

while (2) yields residues at the poles of 
Y(u>). Both equations shed some light on the 
theory of sampled data systems. 
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-sT. 
Because of the prevalence of the function 

e in the equations that follow, this work 
will use z=e as a substitution where it will 
simplify the equations. ^Another substitution 
that will be used is a=e . If these sub-
stitutions are used, the following transforms 
may be obtained. 

liil 

eta 

Y(s) 

(e + aV 

Y 

1 

x 

*(s) 

c 
- z 

c 
- az 

raz 

(1 - A*V 

CO 

(5) 

(6) 

In general, then Y(s) will be of the 
form 

m 

T(e) = ] E 

k. n x 
Oil 

A. 
(11) 

1' 

The reason for making the pole at zero a 
special case is that integration creates a 
special case for poles at the origin. 

In order to understand the mechanics of 
integration, consider a typical term from each 
of the sums of (ll). 

First, let 

Y(s) = 

Then A J 
° c <o \1 - ze / 

dco 

(12) 

. n ct a 

(s + a) n+1 
n! , n 

a to 
(7) 

If concern is maintained for the solution 
of linear or piece-wise linear systems, these 
pairs are the only ones needed. 

let 
Let y(t) be a continuous function and 

x ( t ) = fl y ( t ) d t . (8) 

and 

A , , n - l / , o«n . _d 1 
( n - 1 ) : . n - 1 I . coT 

dco \ 1 - ze 

X*(s) = - ^ J - ^ 
2itj J n+1 

A 
o , n 
n! 

o)=0 

»T 
1 - ze 

1 
. n i -. (oT 

dco \ 1 - z e j 

dco 

to=0 

(13) 

(Ik) 

Let Y(s) and X(s) be the Laplace transforms of 
y(t) and x(t), respectively, and Y*(s) and 
X*(s) be the Laplace transforms (with z sub
stituted for e ) of their sampled counter
parts. 

Then using the convolution integral- (2). 

Y*(s) = -±- j *<«> * 
2TCJ „ 1 - ze coT 

dto 

X-(s)=- ii J/XU) • — ^ ' dco 
° c 1 - ze 

(9) 

Second, let 

Y(s) = — ^ 
(s + a ) n 

Then 

Y*(s> = 

and 

X*(s) = 

A, 

(n-1): dto 

ILLS_ 

',nZi ^ i \ 
-1 \l - Ze

ttT[ 

,n-l 

(n-l) I dco \ co(l - ze ) 

(15) 

(16) 

1 . Y(co) . 1 . , 
2nj J co . coT a' 0 c 1 - ze 

(10) + 2±a* • 1 
„n 1 - z 

(17) 

Since sampling and summation are commut
ative, y(t) can be broken into its exponential 
components. This is most easily accomplished 
in the Laplace transform domain by partial 
fraction expansion. 
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Corresponding to the general term for 
Y(s) in (11), the general terms for Y*(s) and 
X*(s) are 

Y*(s) = 

X*(s) = 

r=l 

o.r . d 1 
, . v, , r-1 I . wT 
(r-1) I d« \ 1-ze -l(o=0 

k. r 
X 

-i = l r= 1 

l«r . _d 1_ 

m 

, , s, , r-1 ln »T, 

o,r . d 

(18) 

r=l rJ dw 

k. 

1 » T -A 

\l-ze J(6=0 

l^.-i. 
i=l r=l a. 1-z 

k. 
n i 

i=l r=l 

A- .r-1 / T 

(r-1)! d<o \u)(l-ze )j 

Note that -^s fA(»)B(»)| yields 
d» L J 

CnA (<o)B (w) + Ĉ A , U)B, U ) 
o n o l n-l 1 

+ C°A _(a))B_((o) 
if n £ i 

familiar with sampled data technique will 
recognize that the expressions previously 
derived are essentially in Z-transform form. 
(Generally, however, Z is e rather than 
e .) The W-transform can be defined by say
ing that if a function has a Z-transform equal 
to F ( Z ) , then the W-transform becomes 
G(W) = WF(W). The inverse transform becomes 

f ( t ) = — / G(w)W t / TdW 
2nj c 

(21) 

where quite amazingly f(t) is the unsampled 
(continuous) function satisfying the sampling 
theorem. This becomes an extremely powerful 
and important relationship. Since f(t) is 
continuous, it is possible to defferentiate 
both sides with respect to t, getting 

l'^-^/if GO*"* dW (22) 

Hence in the W-plane — — becomes a dif-
(19) ferential operator—something which has not 

been found for the function in the Z-plane. 
w= -a The result of this discussion on integration 

can be expressed diagramatically as in 
Figure 1. 

In the DDA, the purpose of the integrator 
is to accept two inputs, Ax and Ay and to form 
Az=yAx. Ax is then formed into z in the "y" 
register of another integrator. In the con
nection of integrators, it is assumed that the 
z formed is equal to the integral of ydx. It 
is therefore necessary to examine the methods 

(20) 
used for this operation and then compare the 
results with (19). 

One of the terms of (19) when expanded as in 
(20) will yield 

- -f- Y\ (s), 

but the rest of the terms of the expansion 
are not expressable in terms of Y*(s). This 
is indicative of the difficulty of finding 
some difference operator to operate on Y*(s) 
to achieve, effectively, true integration. 
T „ __„*••;„,,"]_„ t _ 4-U-J. J.l__ T 1 _ _ _ J _i- 1 

j.i.i ya-i. K J . V U J . C U u u v c i.uai< i>ue jjct^jj-duc J . m , c g l i l l 
operator, 1/s, will definitely not be useable 
as an operator upon the sampled function in 
order to yield the sampled counterpart of the 
integrated continuous function. This is 
obvious anyway since 1/s operating on an 
impulse function must yield a continuous func
tion and not a sampled function. 

The relatively involved computation indi
cated in (19) can be expressed much-more effi
ciently by use of the W-transform ' . Those 

There are many methods of approximating 
the integral of y(t) based on samples ' . 
However, the primary two upon which opera
tional DDA's have been based are rectangular 
(Euler) integration and trapezoidal integra
tion. These two methods will be compared with 
(19). If any other techniques should be 
implemented, the method of comparison would 
be the same. 

Rectangular Integration (Open Loop Integration) 

In "closed type" rectangular integration, 
the value of x at the time n is assumed to be 

x = 
n 

x . + y At 
n-l •'n 

(23) 

In a sampled data representation, At becomes 
the sampling interval T, and (23) becomes 

file:///l-ze
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[ x * ( s ) ] = zX*(s) + TY*(s) 

However, an expansion of this last 
function shows 

x(0) + x(T)z + x(2T)z + 

= T[l + z + z 2 + — ] [ y ( 0 ) + y(T) + y(2T) + — j 

=Ty(0) + T[y(0) + y(T)]z 

* xiyw; -r yvx; y(.̂ i;j z 

which is in error from the desired equation 
by an amount 

Ty(0) + Ty(0)z + Ty(0)z2 + . 

Hence the machine equation«must necessarily be 

["•<•>]-nhy-™-?g&. < 2k) 

The last term of (2M-) is essentially 
taken care of in the machine by setting the 
initial conditions. In the following work 
y(0) will quite frequently be zero, thereby 
eliminating the last term from consideration. 

Establishing the general term for the 
output of the machine integrator requires 
having (24) operate on (l8). This yields for 
the rectangular integration case 

[x*(s)] = 

r=l 

,r-l 

(r-l)J \l-zl dw \ 1-ze 
w=0 

- Ty(o) + 

(1-z) i=l r=l 

x.r 
,r-l 

(r-1)J \1-z / dw \l-ze J 
(25) 

In the interest of compactness, let d /do> 
be represented by D and let e be represen
ted by Q. Also let the error function be 

U*(s) = X*(s) - [ x * ( s ) ] . 

?hen, s u b t r a c t i n g (25) from (19) y i e l d s 

U*(s) = 
r = l 

1 ° ^ | D r . J£3L D
r " i M -

1-z ll-zQ/ u=0 

k. n x 
_ Ty(o) + 

(1 -z ) i=T r=T ( r - l ) J 

L r - 1 1 _ JL_ r,r-l\i_l_\ 
1D « " 1-z " J l 1 - ^ ! 

This function is fairly formidable, but 
leads to rather interesting results. The 
errors associated with the integration of some 
rather simple functions are shown in Table 1. 
It should be pointed out here, that the 
process used in finding the error function 
does not limit y(t) to functions satisfying 
the sampling theorem. 

Trapezoidal Integration (Open Loop Integration) 

Trapezoidal integration follows the rule 

y [(n-l)TJ+ y(nT) 
x(nT) = x[(n-l)Tj + T 

which becomes 

/ 

[x*(s)]= X*(s)z + |[T*(S)Z + T*(s)] 

/ 
or[x*(s)]= Y*(s) 

(28) 

T(l+z) 
2(l-z) 

Ty(0) 
" 2(l-z) (29) 

where the second term of (29) is required to 
correct for the fact that y(0) may not be 
zero. 

Using the general term (18) for Y(s) 
yields for the general case 

[x*(s)]=Z_ 
L J

 r=l 

Ty(0) 
2(l-z) i 

o.r T(l+z) Lr-1 1 

r! 2(l-z)r 1-zO o)=0 

k. r-
x 

/ 
i=l-

,r-l| 1 
1-zQj 

r=l 

A. 
x.r _._ I T(l+z) 1 

(r-1): l2(l-z)l 

(30) 

file:///l-zl
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Subtracting (30) from (19) yields the error 
function 

U*(s)= 
r=l rJ k-fW'Htes 

k. 
n i 

w=0 

_ Ty(0) . *>"" ̂ >~ i.r 

2(l-z) £- A T (r-l)i i=l r=l 

.r-1 1 T(H-z) 
a 2(l-z) 

(3D 

Application of this formula to simple func
tions yields the errors shown in Table 1 
under Trapezoidal Integration. 

Comments Regarding Open Loop Integration 

By straightforward, but rather lengthy 
computations, it can be shown? that the max
imum per unit error (magnitude) in the inte
gration of a function with a pole at s= -a 
(regardless of the order of the pole) is 
approximated by cxT/2 for rectangular and 
a2<p2/2'3J for trapezoidal integration. 
(Absolute errors are approximately T/2 and 
T2/2«3J respectively.) It is interesting to 
notice that there is no phase shift in the 
integration of a cosine wave when trapezoidal 
integration is used. This is a valuable 
asset in closed loop DDA operation. 

Mechanization of the DDA 

. nT 
integration techniques. If x(nT)=/ y(t)dt, 

open form integration techniques are those 
that attempt to produce the true integral 
from knowledge of x(mT) for m from zero to 
n-1. Closed form integration techniques are 
those that attempt to produce the true inte
gral from knowledge of x(mT) for m from zero 
to n. However, the machine variable is dis
crete in nature. Since Axi(nT) is added to 
xi(nT) to produce xi(n+l)T , the next value 
of xi is actually known and so it is possible 
to produce the "integral increment" in closed 
form. Hence one operation utilizes x.(nT) 

to form Ax^ and then forms 

x[(n+l)TJ = X(nT) + AX(nT). 

The formation of AX(nT) establishes the rule 
of integration used by the machine. 

Before continuing, consider the following 
simple example. A system of equations 

Xl ~ allXl a12X2 

X2 ~ a21Xl + a22X2 

is represented on the machine by 

Ax, = a,, x̂  At + a. ?x?At 

Ax_ = a_.x-At + a x At 

The schematic for the machine set-up is 
shown in Figure 2. 

The digital differential analyzer is 
sufficiently different, conceptually, in its 
operation that, before proceeding, a few 
words regarding its mechanization are in 
order. The parallel type of operation will 
be considered first. 

Consider the set of simultaneous differ
ential equations 

X = AX + F(t). (32) 

The machine representation is of the form 

AX = [AX + F(t)j At i33) 

To mechanize this equation, the machine 
utilizes x^diT) to produce the values of 
AX(nT), then uses both of these to produce 
xi (n+l)T . At first glance, this would 
seem to preclude the use of closed form 

The solution is initiated by establish
ing initial conditions for xAO). The xi(0) 
are operated on to produce the Axi(O). 

When the first At occurs, Xj_ is updated to 
produce X2(T)At which in turn forms the new 
Axp(T). This completes one full cycle. The 
computer solution evolves as this cycle is 
continuously repeated. 

As previously mentioned, integration in 
the DDA occurs in the formulation of the 
function AX(nT). The mechanized scheme may 
use either open or closed form numerical 
- _„-- — — n — _ _ . — ~ — ~ . ~ ~ , , ~ , *.**.* ^,.«.c*ui^.i. <, , VJ. o.^v-

zoidal integration. The quantity AX(nT) is 
developed by 

AX(nT) = A X(nT) + AX(nT) 

f(nT) + Af(nT) 

At 

At. 
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This is the equivalent of the mathemat
ical expression 

(n+l)T 
/ ydt = Ax(nT) = 

nT 

y Rn+1)T] + .y(nT) 1 
At 

y(nT) + y(nT) + Ay(nT)1 
At 

-fyCaT) + ^ i n r ) . At . 

Hence 

(n+ l )T . (n+l)T 
/ Xdt = / J AX + F dt 

nT 

becomes 

nT 

i .« rv _ . -. \~.-i . . . / .O 
AT AX(nT) = A | ^ L ^ ^ ; x j ^ v n i v | 

fF(nT) +F(n+ l )T l mJ. 

This i n t u r n becomes 

AX(nT) = A x ( n T ) + Misrl At 

A f F(nT) + F r ( n + l ) T l l 

L 2 " J At 

= Tl - A-^-l LxCnT) 

( F(nT) + F[ (n+l )T] 
At . 

In the machine, At is represented by T, 
so that the last equation can be put in the 
form 

[2(1-8)1 _ 
[T(H-z)J " (AX + F). 

Therefore, the machine's differential oper
ator becomes 

D*(z) = 2(l-g) 
T(l+z) * 

In the serial type DDA, only one inte
grator is updated at one time. This means 
that the mechanization takes on the following 
form (for rectangular integration without a 
driving function). 

Ax1(nT)= [a1 1x1(nT)+ a 1 2 x 2 (nT) 

+ a 1 3 x 3 (nT) + ~ 1 At 

Ax2(nT)=( 'a2 1x1 [ (n+l)TJ + a 2 2 x 2 (nT) 

+ a 2 3 x 3 (nT) + — 1 At 

Ax 3 (nT)=ra 3 1 x 1 [ (n+ l )T] + a 3 2 x 2 [ ( n + l ) T ] 

+ a , , x 3 ( n T ) + — l i t , e t c . 

XQIS compiicaies tne error meory some= 

what but the analysis follows the same 
pattern as that established in the following 
work. 

Analysis of DDA Techniques 

In analyzing solutions to differential 
equations on the DDA, it is desireable to use 
the W-transform because one may use the dif
ferential operator in the W-plane. 

If the W-transform is applied to the set 
of equations 

X = AX 

the result in the W-domain is 

In w X(w) = AX(w) 

In w - A X(w) = 0. 

:?4) 

(35) 

(36) 

The determinant of the square matrix in 
(36) yields a polynomial in (In w)/T which 
when solved for yields the poles in the 
W-plane. 

For example, if sX~A yields a pole at 
s= -a , then a root of the polynomial would be 
(In w)/T = -a which yields a pole at w=e"*T. 
This is in accordance with the theory of 
differential equations and W-transform theory. 

The problem, then, is what sort of error 
occurs in the location of these poles if one 
uses an approximate integration operator 
rather than the true operator. 
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Substitution of the W-transform for the Z 
form in (2*0 and (29) shows that the W-trans
form of the rectangular and trapezoidal 
integration techniques are, 

for rectangular: 

[«.)] - £ [«.)] - ^ (37) 

for trapezoidal: 

j Ji.\ H / j — 
T(w+1) 
2(w-l) 

["w._0 _ Ty(0) 
LiVW/J " 2(w-l) * 

The di f ferent ia l operators, therefore, 
are for the rectangular case : 

[l(w)] = feil[x(w)] + y(0) 

the trapezoidal case: 

(39) 

(40) 

1. The Rectangular Case. Substitution 
of (39) into (34) yields 

^)[x(w)] = A[x(w)] - X(0) 

or n \ i f 

[j^Jl " AJX(W)] = - 1(0) 

[X(w)] -[(^jl " A!" 1 X(0). (4l 

The poles of X(w) are hence the roots of 
the determinant 

II - A 

If the true roots of the original equation 
lie at w^ = e~ai , then the resulting poly
nomial in (w-l)/T will yield roots at 

i T = -a, so that w. = 1 - a.T. 

-aT Comparison with the expansion of e 
shows the error in the location of the I roots 
to be 

(a.T)2 (a.T)"5 a.T£ 

— 1 — ~ i • * -X-
21 3: 2' 

(42) 

Therefore the product aT must be kept small if 
the solution is to closely resemble the true 
solution. This requirement is similar to the 
one discovered for small error in open loop 
integration in the first part of this paper. 

An interesting observation may be made 
regarding the solution of the equation 
x" + (o2x = 0. Here + %he poles in the W-plane 
should lie at w = e—Jw . (Poles on the unit 
circle yield undamped oscillations.) However, 
if one uses rectangular integration, the 
poles will lie at 1 +_ ©T (see Figure 3). 
These poles lie outside the unit circle and 
hence the solution will yield exponentially 
increasing oscillations. The further they 
are from the origin, the greater will be the 
negative daŝ in"" and the greater t 
the resulting frequency. 

»*"Y>rtr» •? r>. 

2. The Trapezoidal Case. Substitution 
of (40) into (34) yields 

2(w-l) 
T(w+1) I - A 

/ 

and [X(w)] = 2(w-l)' T(w+l)i I - A 
-1 X(0) 

w+1 (43) 

In this case the poles occur for 

2(w-l) 
T(w+1) = - a , or for 

= l-aT/2 = 1_ a T + (aT)
2 _ (aT)3

 + ^ 
l+aT/2 21 2 2 

This shows that the position of the pole will 
be in error by an amount 

(3i-22)(aT)3 . (4:-23)(aT)i 

2 2 ' 3 : 23 . ̂ j 

(aT)-
12 

(44) 

Again it is seen that trapezoidal integration 
produces less error than rectangular inte
gration. There appears to be an introduction 
of a pole at w=-1 , see (43). However, this 
pole will be cancelled when the inverse of 
the matrxx is taken, xhio will always be the 
case regardless of the integration operator. 
Hence the only frequencies present will be 
the negative roots of the matrix (except for 
those introduced by round-off errors), 

Considering again the solution of the 
equation x" + (o = 0, where the poles should 

lie at w =e— J , it is seen that the poles 
lie instead at 

w = l±3(oT/2 
l£j»T/2 * 
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Since the magnitude of the numerator and 
denominator are the same, the poles will lie 
on the unit circle. Hence the solution will 
be undamped and is at least without error in 
this respect. The actual location of the 
poles, however, is at 

+ 2 tan_1wT/2 
e1- * 

which means the location of the poles will be 
in error by approximately 

. , UT) 2 

12 

This means the angle per unit error in W-plane 

UT)' 
12 (Comparison with Table 1 shows that 

this is the same as the per unit error in the 
magnitude of an integrated cos function.) For 
an error of about 1 percent the product u)T 
should be about 0.33. This is rather inter
esting since it indicates that approximately 
ten samples per cycle will yield 1 percent 
accuracy in the resultant frequency. For an 
error of 0*1 percent, thirty samples should 
be taken; for 0.01, one hundred samples; etc. 
In the closed loop system, establishment of 
proper initial conditions will preclude any 
error in magnitude since poles lie on the unit 
circle. (This of course neglects errors 
caused by rounding.) 

It can be said, then, that theory regard
ing sensitivity? and errors due to parameter 
perturbation* "can be applied to DDA systems in 
the W-plane. The perturbation of roots, 
however, is more distinct since the differ
ential operators are of a precise nature. 

Function Generation 

The ability to determine errors precisely 
immediately suggests the possibility of modi
fying the original differential equation to 
accurately produce the desired function—or 
the desired solution to the original differ
ential equation. This indeed is possible for 
those functions that can be described by 
linear differential equations with constant 
coefficients. Here the roots in the w-Plane 
are given precisely by w^ = e i , where the Sj_ 
are the s-plane poles of the desired function. 
If the poles of the modified differential 
equation are y., then 

for rectangular integration: 
w.-l 
i 

s.t . e i -1 
i T T 

and for the trapezoidal integration: 

Yi = 
2(w±-l) 

T(w.+1) 
2(eSit-l) 

T(eSit+l) 

The modified differential equation may then 
be derived from n 

TT(S-V-
i=l 

The resulting differential equation is 
then put in matrix form and solved using the 
desired operator. The matrix will generally 
consist of the constants of the type tangent 
<P or e . The accuracy is limited only by 
truncation of these terms and round-off in the 
computer. Hence, this technique could be 
invaluable for accurate generation of simple 
functions. 

Rpund-Qff Errors 

Round-off errors are particularly diffi
cult to resolve. Since these errors are 
unpredictable without prior knowledge of the 
solution, it would seem that deterministic 
methods would fail to produce any useful 
results. However, a few concepts are pre
sented here which may be useful in some 
considerations. 

Consider the system of linear 
differential equations 

X = AX. 

In the W-transform domain, this becomes 

^ r * ZU) = AX(w). 

The machine equation is actually set up 
to perform 

[x(w)] = 0(W)[A][X(W)] -(^-JAX(O) 

1 
+ l ^ l , X ( 0 ) (<*5) 

where 0(w) is the mechanized integration 
operator, and the k is a constant necessary 
to achieve the proper initial conditions, 
mathematically. The round-off process can be 
considered as the addition of some function, 
e(w) to the function after the "integration" 
operation has been performed. 

Equation (̂ 5) then becomes 

I 
[x(w)j = 0(W)A[X(W)] - M M A X ( O ) 

+(-Mx(o) + E(w). (kS) 
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So[x(w)] =[I-0(W)A] fl-kAj^-Wo) 

+ E(w)V. (k7) 

Supposedly the poles of E(w) will be 
more or less randomly distributed in the 
normal case. However, it is observed from 
(V?) that should poles of_E(w) fcoincide with 
poles of the "unrounded" X(w) , it would be 
possible to obtain almost Tmy "Kind of error 
from the round-off procedure. However, E(w) 
cannot have poles of higher order than one by 
nature of its origin. This means that the 
worst effect that could occur would be to 
increase the order of some "natural" pole by 
one. The worst type of pole would be one 
lying on the unit circle in the W-plane since 
this would give a response of tsin cut in the 
equivalent unsâ ipled domain. If one should 
know the location of the poles in the 
"unrounded" |x(w)] , it would be possible to 
set a bounds on the error by assuming the 
worst case, namely one pole in E(w) lying on 
each pole of [X(w)J . 

It is believed by the author to be not 
possible to extend the theory of error caused 
by round-off any further than has been done 
in the previous discussion if deterministic 
methods are to be used. However, it is 
possible that some statistical studies might 
show that this type of error has some pre
dictable distribution. 
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i 
Y(s) o^O ^Y*(s) > T*(z) ^ T(w) 

I . 1 1 I 
ry(t)at 
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not i noti 

I Y Y T Y 

:(s) — -cf^o ^s*(s) *- x*(z)-*—•*• x(w) 

Figure 1. Integration Operations. 
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Figure 2. Machine Representation of X = AX. 
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Figure 3 . Locat ion of Poles x" + u x = 0. 
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Table I . Absolute E r r o r s . 






