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A b s t r a c t  
Traditionally, two paradigms are discerned with respect to data retrieval [3, 17]: 

1. A query mechanism enables the user to express conditions that characterize 
the data he is looking for. The Data Base Management System (DBMS) is 
responsible for retrieval of the data that satisfy these conditions. 

2: Navigation or browsing can be used to investigate the content of the database 
by following links between related data. 

We will start with a discussion of these paradigms in the first two sections. We 
will then explore how both approaches can be combined. Finally, a practical imple- 
mentation of the advocated approach will be presented. The implemented prototype 
supports access to a database on multimedia material. A more elaborated discussion 
of our ideas and results in this area can be found in [16]. 

1' Query  M e c h a n i s m  

1.1 I n t r o d u c t i o n  

As databases can hold enormous amounts  of data,  it is impor tan t  to identify precisely the 

da ta  one is interested in, so tha t  only these will be included in the result of the query. 
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We will use the generic term entity to refer to a 'real world object' (e.g. 'Andy Warhol'). 
Entities are related to a topic (e.g. 'Pop Art'). They are described by tuples in rela- 
tional databases, records in hierarchical and network databases, objects in object oriented 
databases. In a database on documents or a document retrieval system, the entities are 
documents. (The difference between these two kinds of systems is that the former holds 
data about the documents, whereas the latter also holds the documents themselves.) Note 
that our entity concept is not exactly the same as the one used in entity relationship mod- 
elling [7, 17]. (There is some relation between the two concepts but we will not pursue this 
issue here.) 

1.2 Two Components  of a Query 

A query identifies precisely the data that a user wants to retrieve from the database. It is 
expressed in a query language that enables the user to: 

. 

. 

express search conditions that identify the topic he is interested in: e.g. 'cars built 
in Italy before 1950'. 

In SQL [32], the standard query language for relational databases, search conditions 
for topic identification are expressed in the WHERE-clause. Topic identification is 
also called retrieval conditioning [8]. 

select the kind of data he wants to retrieve about the entities in the database that 
are related to a particular topic: e.g. 'the name and quantity produced of cars ...'. 

This part of the query selects a number of attributes (in relational and object oriented 
databases) or fields (in hierarchical and network databases) whose values need to be 
retrieved for the relevant entities. In relational algebra [8, 13, 17], data selection 
corresponds to the projection of a relation, expressed in the SELECT-clause of SQL 
queries [32]. Data selection is called retrieval targeting in [8]. 

1.3 Declarati ene Nature  of the Query Approach 

A very important advantage of the query approach is its declarative nature: the user 
identifies what he wants to retrieve from the database. The Data Base Management System 
(DBMS) will take care of how these data can be found within the possibly abundant amount 
of data stored in the database. Thus the user need not be aware of the difficulties of data 
management and retrieval. This results in higher level interaction with the database, with 
more powerfull data retrieval facilities for the user. 
The query approach is traditionally mainly used within the context of relational databases, 
whereas data manipulation languages for network and hierarchical databases mostly rely 
on the navigational paradigm (see section 2) [17]. However, a query mechanism can also be 
supported on top of a hierarchical or network database. The approach presented in section 
3 on the other hand aims at integrating navigational access into a relational environment. 
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1.4 On the  Qual i ty  of  Search Condi t ions  

When querying a database on documents, precise topic identification is often problematic, 
as it is very difficult to model the content of a document ~ery precisely, e.g. by assigning 
a set of keywords to each document. Obviously, if the search conditions are 

1. too strict, then some relevant entities will not satisfy the conditions and data on these 
entities will not be included in the result of the query; 

2. too broad, then the result will include data on entities that are not relevant to the 
user. 

Topics can be identified by different sets of search conditions. To asses the quality of these 
sets, the following two criteria are usually considered [4, 9, 29], although other criteria have 
also been defined [30]: 

1. the response factor or recall: This is the percentage of the relevant entities that is 
included in the result of the query. 

(number of relevant entities in result) 
response factor = (total number of relevant entities in system) 

So, if a database holds 50 relevant entities and the result of a query includes 24 of 
these, then the response factor of that query is 24/50 = 48%. The response factor 
can be interpreted as the probability that a relevant entity will be retrieved. 

Of course, regular users are unable to calculate the response factor, as they cannot 
know how many relevant entities there are in the database. Researchers however 
can control the number of documents to be retrieved by their (human) laboratory 
rabbits in experiments. Based on the number of target documents actually retrieved, 
the response factor can then be calculated. 

An indication of the response factor can also be obtained as follows: a limited number 
z of relevant entities can be stored in the system before submitting a query. Only a 
fraction y < z of these entities will be included in the result of the query (possibly 
together with a lot of other entities that were already present in the database). 
The number y /x  can be considered an approximation of the response factor. The 
difficulty with this approach is that the control set of z relevant entities should be 
representative for all relevant entities. (See also [4] for a similar approach, based on 
a control set that is particularly rich in relevant entities. [30] deals with problems 
that arise when the accuracy factor needs to be determined for a set of queries or 
when entities in the system are ordered according to their probable relevance.) 
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2. the accuracy factor or precision: This cr i ter ium refers to the percentage of the entities 
in the result tha t  are relevant. 

(number of relevant entities in result) 
accuracy factor = (total number of entities in result) 

If, in the previous example,  the total  result of the query would consist of 40 enti- 
ties then the accuracy factor would be 24/40 = 60%. The accuracy factor can be 
in terpre ted as the probabili ty that  an enti ty in the result is relevant. 

This factor can very well be calculated by ordinary users themselves and gives an 
indicat ion of the usefulness of the da ta  that  belong to the resultS. 

1.5 Topic Identification: a Compromise  

Although the goal is to obtain a response factor and an accuracy factor tha t  are both as 
close to 100% as possible, it has been empirically observed [4, 9] that ,  in the context of 
document  retrieval, the sum of both factors is typically less than 100%: 

response factor + accuracy factor < 100% 

The reason behind this observation is that  when trying to augment  one factor, one automat-  
ically reduces the other.  In order to obtain a high response factor e.g., topic identification 
will be based on very weak search conditions, so that  no relevant entities will inadvertently 
be excluded from the result. Consequently, the result will also contain a lot of irrelevant 
entities. In other  words: the accuracy factor will be low. 
To take this to an extreme: in order to obtain a response factor of 100%, one ought to 
retr ieve all entities from the database,  just  to make sure that  not one relevant enti ty is not 
included in the result. The corresponding accuracy factor will be 

(number of relevant entities in the database) 
(total number of entities in the database) 

and this number  can be very small. 
On the other  hand,  the more accurate  a query is, the less response it will deliver: if one 
wants to be absolutely sure that  the result does not include a single irrelevant entity, then 
the search conditions will be so stringent that  the result will include almost no entities 

whatsoever.  
Moreover, as databases grow bigger and bigger, users will have to sort out the relevant 
mater ia l  from a a huge amount  of irrelevant material  if they want to find most  of the 
relevant material .  Suppose e.g. tha t  a database holds 100 relevant entities. If a user wants 
60% of these to be included in the answer to his query, then: 

response factor = 60% 
accuracy favor  < 100% - r e s p o n s e  factor 
=> accuracy factor < 40% 
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This implies that  the result will consist of :=1=60/0.4 = 150 entities, including 90 irrelevant 
ones. Also, 100 - 60 = 40 relevant documents will not be included in the answer. If the 
user wants to be sure he retrieves 90% of the relevant documents, then the accuracy factor 
will drop to around 10%, and the answer will consist of ::k90/0.1 = 900 entities. The user 
will have to sort out this material himself, in order to identify that part of it that  is really 
relevant. If a high response factor is required, then the so called futility point may be 
reached [29]: this happens when the system returns so many documents that the user is 
drowned in irrelevant or partly relevant documents and decides to quit browsing the results 
before he finds the document he was searching. 

2 Navigation 

2.1 I n t r o d u c t i o n  

Navigation is another paradigm for information retrieval. For many years, this used to be 
the most widespread access method for hierarchical and network databases [3, 17]. The 
more recent commercial success of and research interest in hypertezt [11, 12, 28, 31] and 
hypermedia [2, 23, 28] systems has lead to a renewed interest in this paradigm. 

2.2 N a v i g a t i o n  as A n o t h e r  P a r a d i g m  for D o c u m e n t  Re tr i eva l  

Hyperte~t [11, 12, 28, 31] enables readers to navigate through atomic pieces of information 
that are linked to one another. This approach can also be used for access to  databases: 
navigational tools (commonly called 'browsers') can be constructed that enable the user 
to wander around in and inspect the content of a database, pursuing links between the 
different data items. One can start e.g. with a certain person, follow a family link to identify 
his father who may have worked for a particular company. The link to this company can 
be used in order to obtain more information about the company, its products, etc. Data 
manipulation in hierarchical and network databases has t radi t ionallybeen based on this 
paradigm [17]. 

Hypermedia systems [2, 23, 28] apply the approach sketched above (hence 'hyper-') to mul- 
timedia systems, resulting in systems that offer navigational access to text, images, sound, 
etc. Integration into these systems of techniques that originated in Artificial Intelligence 
research is at tempted in so called 'intelligent hypermedia systems',  hypermedia systems 
that focus heavily on knowledge representation [2, 23]. 
The main advantage of the navigational paradigm is that it makes users aware of the 
context and structure of the information. If the structure is well designed, then users can 
find their way in a large amount of information. Moreover, navigational support can be 
provided to the user, as the retrieval system can trace back how the user arrived where he 
is. Expert system techniques e.g. can be used to infer the ultimate goals that underly the 
actions taken by the user. Thus the system may suggest interesting alternative exploring 
routes when the user is unable to locate the information he is looking for. 
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The main problem however is to structure the data in a way that suits every user. That is 
why sometimes different structures are supported, corresponding to different 'viewpoints' 
[24] (called 'views' in [5]) on the subject domain. The user can then be provided the 
structure that corresponds most closely to his own view. 

2.3 Lost in Hyperspace and How to Avoid it 

Users sometimes loose their way as they wander around in the data that are presented to 
them, following links that lead them in a direction they can often hardly foresee. This prob- 
lem has become known in the hypertext community as the 'lost in hyperspace' syndrome 
[2s] 
A navigation structure respresents a viewpoint on the data that should correspond as 
closely as possible to that of the user. The better the semantic representation of the 
navigation structure and the more appropriate the structure, the less severe the problem 
will be [14]. Both local and global maps, with an indication of the user's current position, 
can be very helpful in this respect. 
Moreover, facilities ought to be provided that enable a user to get back on the right track 
once he does get lost. A backtrack mechanism takes the user back to the previous node 
in the navigation structure. Users should also be able to mark items while navigating: 
at any moment they should be able to get back to one of the marked items. Both these 
mechanisms enable users to get back to a node in the information structure that they are 
familiar with. 
It can also be very helpfull if the user is able to suppress temporarily a part of the structure, 
so that only those links that are important to him appear on the screen [6]. This reduces 
the number of links that lead him to a part of the information structure where he might 
get lost. Of course, it should also be possible to display the original structure again. 
Finally, users ought to be able to add their own structures, thus creating access paths that 
correspond to their own view on the subject domain. 
As explained in [5], the author of a navigational structure is confronted with a similar 
problem: he may become disoriented while gathering the information on which the struc- 
~.ure will be based. View administration tools may help in overcoming this problem, but 

w e  will not pursue this issue here. 

3 I n t e g r a t i o n  o f  a Q u e r y  M e c h a n i s m  a n d  N a v i g a t i o n  

I~. this section, we present a paradigm for retrieval of data on multimedia documents that 
combines a query mechanism (section 1) and navigation (see section 2). First, in section 
3.1, some problems will be discussed that occur when a user, constructing a query, needs 
to choose appropriate attribute values for topic identification conditions. In section 3.2, 
navigation in the domain of values for an attribute will be presented as an interesting 
alternative for the determination of comparison values. The benefits of this approach in 
the context of content modelling for a database on multimedia documents will be covered 
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in section 3.3. Finally, section 3.4 will show that navigation in the domain of attribute 
valuL_ requires more database management support for attribute domains. 

3.1 Choice  of  Comparison  Values: Prob lems  

The topic identification part of a query (see section 1.4) is based on comparison (=, <, 
_<, >, >, # )  of attribute values for entities in the database with comparison values from 
the same domain: e.g. 'employees that work for a department with name = "research"' or 
'people whose age > 100'. 
Choosing appropriate comparison values can sometimes be difficult: 

1. The comparison value must belong to the attribute domain [8, 13]. That  is why 
e.g. 'people whose age > 100' is a valid search condition and 'people whose age = 
3' research"' is not. 

However, the domain of a specific attribute is not always clear, particularly for casual 
users. A database on hotel reservations e.g. might have an attribute 'hotel category'. 
The domain of this attribute can be 

{0, 1, 2, 3, 4, 5}, or 
,, , , ,  , * * ,  , * * * ,  , * * * * ,  , * * * * * , }  

, , , , , , o r  

{'rudimentary',  'basic', 'comfortable', 'luxurious'}, etc. 

If the user is a computer lit terate, then he may be able to find out that the type of 
the attribute 'hotel category' is the set of strings, but even then he still doesn't know 
wether it is 

, , , , , or 
{'rudimentary',  'basic', 'comfortable', 'luxurious'}. 

Note that the two domains have a different number of elements. We are currently 
further investigating the relationship between data types and domains. 

The consequence is that when a query for all hotels in the category '*' yields an empty 
result, this may imply that there are no hotels in the relevant category. However, the 
empty result can also be caused by the fact that '*' does not belong to the domain 
of hotel categories, in which case it may very well be that there are plenty of hotels 
that  do meet the user's demands. 

. Even if the domain is known, then the meaning of the values may be unclear, if their 
interpretation isn't obvious [26]. 

If e.g. the domain of hotel categories is 
(0, 1, 2, 3, 4, s} 

then, without additional information, it is unclear wether 0 is the most or the least 
luxurious category. An extreme consequence could be that someone looking for very 
basic lodgings spends a lot of money as he inadvertently books a luxurious suite. 
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. Even if the  domain and meaning of values for a particular a t t r ibute  are clear, the 
selection of appropriate comparison values for topic identification can be difficult 
when the user has no idea of the values actually present in the database. Although 
aggregate functions can be used in order to obtain the minimum, maximum,  average, 
total number  of different values, etc., this kind of information will not be sufficient 
in many cases. 

Suppose e.g. that  one wants to retrieve information about the ten highest mountains 
on which information is stored in a database with geographical information. As most 
query languages support sorting based on some value of the result, one could retrieve 
the desired information for all mountains, and sort the result according to mountain 
height. Following this approach, the query topic will be 'mountains ' ,  although the 
user is only interested in ' the ten highest mountains ' .  Consequently, a lot of unnec- 
essary information will be retrieved from the database. This can be a severe problem 
in the context of e.g. mul t imedia  databases where the data related to a particular 
ent i ty  can be quite voluminous [18, 19, 22, 27]. 

3.2 N a v i g a t i o n  in A t t r i b u t e  D o m a i n  to D e t e r m i n e  Values  

The problems ment ioned in the previous section can be solved when the comparison values 
are de termined by navigation in their domain. For this purpose, the domain can e.g. be 
presented to the user as a sorted list of values if the domain can be ordered in a meaningful 
way and contains only a l imited number  of values. A more general representation of the 
domain is a network of nodes that  represent a value and that are connected to other nodes 
representing related values. 
Navigation starts e.g. at the first or last node according to some ordering. Users follow links 
to nodes representing related values. At any node, users can include the value represented 
by that  node in the set of comparison values for topic identification. 
The three problems presented in section 3.1 can now be solved easily: 

1, When  the comparison values are determined by navigation, they will necessarily be- 
long to the attribute domain, as the user cannot navigate outside the domain. 

When  selecting comparison values for topic identification in e.g. a database on hotel 
reservations, the list of all possible values for the at t r ibute 'hotel category' can be 
presented to the user. Navigation in this simple case is l imited to selection of a set 
of values in the list. 

. Contextual  information can be made available in a navigational system in order to 
help casual users to understand the meaning of the domain values. 

In the case of a database on hotel reservations, contextual information can include 
the ordering of the different values, as this indicates how the different values relate to 
each other. It can also include e.g. explanations about the meaning of the different 
categories, made  available to the user upon request. 
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More 

When information about the values actually stored in the database is made available 
to the user, the third problem mentioned in section 3.1 disappears. 

When the user is e.g. querying a database with geographic information, a sorted 
list of heigths of mountains actually described in the database could be presented 
upon request. The user can e.g. select the ten highest values and use this set in the 
condition for topic identification. 

elaborated examples present the benefits of this approach in sections 3.3.2 and 4. 

3.3 A M o r e  C o m p l e x  E x a m p l e :  C o n t e n t  M o d e l l i n g  

The advantages of the advocated approach (navigation in the domain of an attribute for 
selection of appropriate values) become more apparent when the domain is more complex. 
Consider e.g. a text retrieval system (a database of alphanumerical documents). 

3.3.1 K e y w o r d s  

Keywords are often used in text retrieval systems to model the content of documents, as: 

1. this approach is very flexible and easy to understand; 

2. the keywords can be generated automatically, because the document itself is a col- 
lection of words [9] 

Reconsidering the problems mentioned in section 3.1, we see that: 

1. The definition of the domain is relatively simple: the set of strings. The maximum 
length of a string can be limited. Sometimes the domain contains only a limited 
number of keywords, e.g. in order to avoid complications with synonyms. In the 
latter case, the keywords selected by the user for topic identification should belong 
to this domain. 

. 

. 

It may be quite problematic to characterize the content of a document accurately 
with only a limited number of keywords, as their meaning is often unclear without 
contextual information [6]. Documents described by the keyword 'food' e.g. may 
relate to the effect of nutritional habits on life expectancy, or the food production in 
different countries, or the chemical substances contained in different kind of foods, 
or appropriate dietetic schemes for specific diseases, or famines in the third world, or 
national agricultural policies, etc., etc. 

It may be important for the user to know which keywords are actually stored in the 
database, e.g. because of the presence of synonyms. If he is interested in documents 
described by the keyword 'manufacturing', then he will probably also want to know 
wether there are documents in the database described by the keyword 'production'. 
This leads to problems if there is no adequate support, as the user can never be sure 
he has included all possible keywords that may describe the documents he is looking 
for. 
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3.3 .2  C las s i f i ca t i on  

As an alternative for the description with keywords, a document can also be classified in 
a structure describing the content domain. Standardized such structures exist for many 
specific scientific domains. In the Captive project (see section 4) e.g., we used the Medical 
Subject Headings (MESH) to classify audio-visual material related to medicine [15, 24]. 
Similar structures for e.g. computer science have also been defined [1]. More general 
classifications for non-fiction documents are used by libraries; these include amongst others 
the Dewey Decimal Classification (DDC), the Universal Decimal Classification (UDC) and 
the 'Schema voor de Indehng van de Systematische catalogus in Openbare bibliotheken 
(SISO)', used in the Netherlands and" Belgium [201. 
The classification structure is commonly a hierarchy and consequently a tree, but the 
approach we advocate can be used for network structures in general. Each node in the 
structure corresponds to a particular topic, which can be identified by a set of keywords, 
as in the previous section. The classification of a document in the structure can then be 
represented by the set of keywords identifying the nodes that correspond to the topics 
treated in the document. This set of keywords can be stored in the database to describe 
the content of the document. 
When the user wants to query the database, he navigates in the domain structure, select- 
ing nodes that correspond to the topics he is interested in. The selected nodes can be 
represented by the set of keywords identifying the nodes. It is then possible to automati- 
cally construct a query that retrieves from the database the documents connected to the 
selected topics. The topic identification part of this query can be based on a comparison of 
the keywords stored in the database (which describe documents), with the keywords that 
identify the selected nodes. 
As already mentioned in section 3.2, the problems that arise when the keyword approach 
of section 3.3.1 is used, can thus be avoided: 

. Users do not construct keywords themselves, but select nodes in a classification. 
Therefore the domain of keywords is irrelevant for end users. The domain of topics 
is presented to them in a structured way, as a classification. 

. The navigation structure includes contextual information as nodes are connected 
to other nodes representing related topics. If these links are well designed (i.e. if 
the structure corresponds to a well elaborated viewpoint on the domain), then the 
meaning of the topics will be clear. 

3. Exploring the domain structure, users can find out which topics are covered by the 
documents stored in the database. 
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3.4 More  Support  for At t r ibute  D o m a i n s  

As pointed out in the previous sections, a user may need information about the attributes 
stored in a database, such as their value domain, information about the meaning of the 
values or about the distribution of values actually stored in the database. This kind of 
information is commonly called meta-data [17, 26], although traditionally these do not 
include information about the meaning or distribution of values. However, we will use 
the term in a broader sense, including all additional information about attributes that is 
needed to support navigation for topic identification. 
Clearly, the meta-data need to be stored somewhere: 

1. Preferably, they should be stored in the database itself. This way, the database 
management system (DBMS) can make the data available to all application programs 
accessing the database. The DBMS should be responsible for the maintenance of the 
meta-data: 

(a) When a new attribute is defined, its domain and eventually some information 
about the meaning of the values ought to be included in the meta-data. 

(b) When an attribute value for a particular entity is added, modified or deleted, 
then the information about the values actually stored in the database ought to 
be modified accordingly. 

. 

In relational databases, the meta-data can be stored in the catalog, which is itself a 
relation that  can be accessed by application programs, in exactly the same way as 
data can be retrieved from user defined relations [8, 13, 17] 

However, most currently available commercial database management systems do not 
provide adequate support for attribute domains (Codd considers this deficiency one 
of their main shortcomings in [8]). We feel that such support could be based on the 
concept of abstract data types, and are currently investigating this issue. 

Because of this lack of DBMS support, the maintenance of the meta-data about at- 
tributes needs to be taken care of by the application programs outside of the datatgzse 
itself. An obvious drawback to this approach is that every application program that 
accesses the database must implement itself the required functionality. More dan- 
gerous is the risk that  application programs may change the data, without recording 
the corresponding changes in the meta-data. This will result in loss of integrity and 
incorrect system behaviour. 
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4 A D a t a b a s e  on  A u d i o - V i s u a l  M a t e r i a l  

4 . 1  C A P T I V E :  a s h o r t  o v e r v i e w  

In the C A P T I V E  project [15, 24, 25], funded by the European Commision under the 
framework of the DELTA program, we have set up a prototype database on educational 
audio-visual material in the field of medicine. The audio-visual material itself is not stored 
in the database, but representative parts of it (stills, short fragments) are stored on a 
separate image store, based on an analogue WORM disk and developed at University 
College London (G.B.). Information about the parts stored on the image store is included 
in the database. The separation of descriptive data and the actual content leads to a design 
similar to that of SPRITE [33], a technical document management system. 
Both the database and the image store are integrated in a European communications 
network, based on pubhc packet switched data networks (PSDN, e.g. EARN, internet, 
etc.) [10] and direct broadcast satellite (Olympus). This network is represented in figure 
1. 
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Figure 1: Captive network 

In order to limit the communication traffic, users do not interact with the central computer 
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directly, but with a local retrieval component that builds a query for the central database, 
transmits the query to the central computer, and initiates processing on that computer. 
The answer is retrieved by the local component and presented to the user upon request. 

4.2 D o c u m e n t  Retr ieval:  a Pract ica l  I m p l e m e n t a t i o n  

The interaction between the local retrieval component and the user is based on a com- 
bination of the navigational and query approach along the lines of section 3. The local 
component supports topic identification by navigation in the Medical Subject Headings 
(MESH), a well elaborated classification for medical topics (the application domain for the 
project). Hypercard [21] was used to implement a prototype of this component. A typical 
screen during navigation is presented in figure 2. 

structure  
I mesh( 31 ) 

I.m ~a~..C~ o } .~ 

Bacterial and Fu~al  Diseases( I ) 
Ylr~ Diseases( 1 ) 
Parasitic Diseases( I ) 
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Stomato~nathic Diseases( I ) 
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Figure 2: A typical CAPTIVE navigation screen 

The small middle box presents the topic corresponding to the current node during naviga- 
tion in the MESH structure. The upper box holds a list of more general topics that include 
the current topic as a subtopic. In a hierarchical structure, the upper box contains only 
one topic (corresponding to the 'father' node), but in a more general network structure, 
the box can contain several topics. The big lower box contains a list of subtopics included 
by the current topic. 
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Facilities have been provided to help the user in overcoming the 'Lost in Hyperspace' 
problem (section 2.3). While navigating, users can mark nodes with the 'mark current' 
button. If they become disoriented later on, they can retrieve a list of the marked nodes, 
using the 'marked elements' button. The 'visited elements' button delivers a similar list, 
containing all nodes visited during a session. Both lists enable the user to go back to one 
of the nodes contained in the list. Information about the current topic can be obtained 
with the 'about current' button. 
A query to the database can be constructed by selecting topics during navigation. The 
current topic can be included in a list of selected topics with the 'select current' button. 
Upon activation, the 'selected elements' button displays all selected topics, enabling the 
user to eventually delete elements from the list. When navigation is finished, a query is 
build by the local retrieval component, with its topic identification part based on the list 
of selected elements, as described in section 3.3. 
The numbers that appear in round brackets after the topic name indicate how many 
different audio-visual entities (still image, sequence, video tape, etc.) about the topic 
are described in the database. This information can be very important as it enables a user 
to either refine or broaden his topic identification criteria, before even submitting the query 
to the database, if the number of audio-visual entities is too high or too low respectively. 
Of course, there is also a help facility (upper right button), and there are some 'global 
options' concerning the languages used etc. 

4.3  Meta-da ta  Needed by the Local Retrieval Component  

As the content of the database is rather static, the meta-data about the attributes that 
describe the content of the audio-visual material are stored locally. This approach limits 
the communication between the local user's site and the central database, as interaction 
with the meta-data can thus be carried out locally. 
The meta-data include the classification of the domain (the MESH structure) and, for 
each topic included in the structure, the number of audio-visual entities described in the 
database that cover that topic. 

4 .4  T h e  S e a r c h  C o n t i n u e s  

When alphanumerical information about the audio-visual material is retrieved from the 
database, this information can then be used to select the entities that look most promising 
and order images from the image store that are representative for the selected entities. The 
images can be transmitted over satellite from the central image base to the local user (see 
figure 4.1). Based on a review of these images, the user can finally select that multimedia 
material that seems best suited for his purposes and order it from the copyright holder. 
We believe that this approach in stages is very important: users should be able to broaden 
or refinetheir  criteria during the search process. Otherwise, they might be flooded with 
irrelevant information or valuable information may not be found. 
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4.5 T h e  Future: M u l t i m e d i a  Teleschool  

We have just started working on a new European DELTA project, called 'Multimedia 
Teleschool', again in close collaboration with University College London (G.B.). In the 
new project, the results and achievements of CAPTIVE will be further developed. Some 
of the issues involved include: 

• support for multilinguality; 

• development of a new digital multimedia object store; 

• integration into an ISDN network; 

• support for data-input; 

• automatic update of locally stored meta-data; 

• development of a local data input tool. 

We will also aim at a tighter integration of the different components of the system, ac- 
cording to a client-server model. The digital multimedia object store, the analogue image 
server and the database will act as servers that respond to queries issued by the different 
clients. 

5 C o n c l u s i o n  

We have shown that a query mechanism and navigational data access can be combined 
when navigation in the domain of an attribute is used to determine comparison values for 
the topic identification part of a query. This approach integrates to some extent the two 
most important data access paradigms and solves some of the problems that occur when 
either one of the approaches is used separately. 
As explained in section 3.4, a more general implementation of the advocated approach 
requires more elaborate database management system support for attribute domains. We 
are currently investigating how such support can be organised and what its implications 
would be for the relational and object oriented data model. 
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