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1. Introduction

An important problem that arises in distributed computer systems is the
so-called task allocation problem. Many heuristic approaches that provide
suboptimal solutions have been attempted in a number of studies (3-7, 9-13,
15, 16]. However, for practical problems, it is difficult to evaluate how
accurate these solutions are, because one does not know efficient algorithms
that generate an exact solution. Indeed, up to now, all the exact allocation
algorithms were limited to very-small-sized problems.

We describe in this paper an exact algorithm applicable to large-sized
problems. It has been developed to solve this task allocation problem in a
distributed computer system that meets the following specifications:

a) the processors of the system are heterogeneous. A single program module, if
executed on different processors, will therefore require different amounts of
running time;

b) identical communication links are used by the processors for message
transmission. This means identical messages, even if transmitted through
different communication links, will have identical transmission times;

¢) the capacities of processors and links are assumed to be unlimited.

In the case of a two-processors system, it has been shown that the optimal
assignment may be found very efficiently [17] by a polynomial-time algorithm.
However, for an arbitrary number of processors, the problem is known to be
NP-complete [10].

In Section 2 of this paper, we present a precise definition of the task
allocation problem and we formulate it as the minimization of a quadratic
pseudo-Boolean function with linear constraints. In Section 3, we study the
Lagrangean dual problem and we show how it can be written as a continuous
linear program. In Section 4, we propose an algorithm for computing an
approximate dual solution and in Section S, a procedure for testing the
nonexistence of a duality gap (i.e., is the lower bound, computed in Section 4,
actually equal to the optimum?). In Section 6, we describe the task assignment
algorithm. It is of the branch-and-bound type that makes use of the previous
theoretical results. Experimental results for a number of pseudo-randomly
generated test cases are tabulated. It appears that our algorithm is applicable to
large-size problems (e.g., 20 processors, 50 tasks, and 200 pairs of communi-
cating tasks or 10 processors, 100 tasks, and 300 communicating tasks).

2. Problem Definition and Modeling

Let P={P,, P,,..., P,} be the set of the nonidentical processors of the
distributed system. A distributed process is defined as the set of tasks T =
{T,, T,,...,T,} tobe run on the distributed system. Some of these tasks have
to communicate. These intertask communications are represented by the graph
G=({1,...,n}, U) where [i, jleU if and only if tasks 7, and 7,
communicate with each other.

Let

¢, ([t, t1eU) be the communication cost between two tasks 7,€T and
T, €T if they are assigned to different processors. We assume that the
communication cost between two tasks executed by the same processor is
negligible;

q,, (te{l,...,n}, pe{l,..., m}) be the execution cost of task 7, when
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it is assigned to processor P,
, (tef{l,...,n}, pe{l,..., m})be the decision Boolean variable that is

equal to 1 if task 7, is assigned to processor P, and 0, otherwise; 1 — x
is denoted by X,

Xy

tp

We can now formulate the 0-1 programming problem to be solved:

m

Min Z Z dipX, > 2 Cyx

t=1 p=1 t.t’suchthat p=1

(rtlet i<t

m 2.1
subjectto Y x,=1 (t=1,....n) (2.1)

p=1

e {0,1} (t=1,....,n;p=1,....m).

The first summation term of the objective function represents the global
processing cost; the second the intertask communication costs. The constraints
are assignment constraints; that is, each task must be assigned to one and only
one processor. Our purpose is to make the best use of resources in this
distributed system, that is, for a given distributed process to minimize execution
and communication costs. We do not therefore take into account precedence
relationships among tasks. In the distributed system considered, the transmis-
sion cost of a given message between two processors does not depend upon
these processors because either the network is a completely meshed network or
it is a local network, and the differences between the costs are negligible. The
cost of communication between two modules assigned to different processors is
not therefore a function of the processors to which the modules are assigned.

Let us show that Program (2.1) can be stated as the minimization with
constraints of a pseudo-Boolean function whose coefficients of the nonlinear
terms are negative. Replacing X, , by 1 — x,., and denoting

ltp = qtp + Z Ctt’
t" such that
[r.t]elU, r<t’

Program (2.1) can be written as follows:

m

Min Z Z [tpxtp - Z z Cip X
t=1 p=1 t,t’ suchthat p=1
[£,teU.t<t’
m 2.2
subjectto Y X, =1 (t=1,....n) (2.2.1) 22)
p=1
€{0,1} (t=1....,n;p=1,...,m).

It is known [14] that the minimum of the objective function in (2.2), without
constraints, can be efficiently computed by using a maximum-flow algorithm on
a bipartite graph. It seems natural. therefore, to consider the classical La-
grangean dual problem of (2.2) obtained by dualizing the assignment con-
straints. That will be considered in the following section.

Example. Let us consider a task allocation problem with three processors
and four tasks. Figure 1 gives the execution costs and the intertask communica-
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tion graph including the communication costs. The primal problem is

Min x) + 12x, + 16x,5 + 17X, + 8xy, + 9x,; + 10x5,
+3x3 + X33+ 3x,, +4x, + x5 — 10x,,x,, — 10x,, X,
—10X3043 = 225,04 — 2Xp Xy — 2Xp3 X5 — 5Xp Xy,
=5X5 X3 = SXp3 X5,

3
subjectto  »_ x, =1 (t=1,2,3,4)
p=1

x,,€1{0,1} (t=1,2,3,4; p=1,2,3)

3. The Lagrangean Dual Problem

The solution of the Lagrangean dual problem gives a lower bound for the
primal problem (2.2), which will be used in a branch-and-bound algorithm. Let
us associate the Lagrange multipliers 7, € R (¢ = 1,..., n) with the constraints
(2.2.1). The Lagrangean function is:

L(x,r) = — Z T, + Z 2_: (ltp + 7r,)x,p
m
- Z Z Corr xtpxt’p

t,t" suchthat, p=1
[t,t1eU.t<t’

with 7eR” and x€e {0, 1}" ™.
Then, the Lagrangean dual problem is:

LD*=Max[ Min L(x,w)].

7eR” Lxe{0,1}" "™

First, we show that, without loss of generality, we can suppose that all the
linear terms of L(x, ) are positive.

Lemma 3.1
LD* =  Max | Min L(x,r)].
7 €R” such that L xe{0,1}" "
lip+m,=0
(t=1,..., n)
(p=1,..., m)

Proor. Let LD* = L(x™*, 7*) where x* is an optimal solution of

Min L(x, 7%

xe{0,1}" ™
with
£
Lipy T Ty < 0.
Let
Y * * *
= (7r1,...,7rto_1, —lt0p0,7r,0+1,...,7rn).
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Fic. 1. (a) Task graph with intertask communication costs. (b) Execution costs

Now, we prove that

LD* = Min L(x.7).
xe{0,1}" "

Since /, , + 7r, < 0 and ¢, 2 0, we get xy, = 1. Moreover, smce Lip
7, = 0. we can suppose that yr *p, = 1 for an optimum solution y* of

Min L(x, ).
xe{0,1}" ™

For all x in {0, 1}"™ with

m
= 1’ L(X, 71') - L(X’ W*) = Z - (ltopo + WZ)X%[] = 0.

xtopo 1
Pp*po
Then
Min L(x,w) = Min L(x, )
xe{0,1}" " xe{0,1}" ™"
such thatx, , =1
= Min L(x,7*) = LD*. (I
xe{0,1}" ™
such that x, , =1
For any = in R", such that / , +7rt 0 (t=1,...,n and (p=
1, ..., m), the Lagrangean function is a "‘positive- negatlve one. It has been

proved [14] that minimizing such a function can be performed polynomially via
maximum network flow computation. Let us now describe the network R,
associated with the problem

Min L(x, 7).
X
The network R, is defined as follows: the vertices are the source §, the sink
f and the two set of vertices X ={%,:t=1,....n p= 1,...,my},
—{xx e, 'leUe<t'yp=1,....m}.

The flow on the arc (X, X, %X, ) (resp (X, ,, X;,%,,)) is denoted by ¢/,
(resp., ¢Z,). On Figure 2, the upper-capacity bounds are indicated between
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Y

>

square brackets. By using Rhy’s results [14], it is easy to prove that

n
Min L(x,7)=—-> m+V(¢,)—p- D ¢
xe{0.13 ™ r=1 i tz/']séllcjh fhat,

where ¢, is a maximum flow on R, and V(¢,) the value of this flow.
Moreover, a solution x™ is given by the labeling algorithm of Ford and
Fulkerson [8] in the following way: x;"p = 0 if the vertex X,, is labeled (+) or
(=), and x7, = 1, otherwise.

Therefore, the Lagrangean dual problem can be written as:

n
*
LD" = Y Max - T, + V(o) —p- > Cor
meR” such that /,,+ 7, =0 t=1 ¢.# such that
r=1,..., n) [t.t]eU. t<t’

and ¢, max flow on R

This last problem can be written as the following linear programming problem:

n m
Max - Z LY + Z Z (d)tpt' + ¢z1’71 - Ctt’)
t=1 t,t’suchthat p=1
[£,telU,t<t’
subjectto  ¢f. + ¢Z, < c,,
([t.t]eUst<t;p=1,...,m) (3.1.1)
-7, + Z oL =1/,
t’ such that
[z,¢1el
(t=1,...,n;p=1, , m) (3.1.2)
£ =20, m,eR
(p=1,....m[t,t|eU;t=1,...,n)

(3.1)
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Lemma 3.2.  There exists an optimum solution to (3.1) such that
oL + ol =c([t.t]eUt<t;p=1....,m).
Proor. Let (¢, ) be an optimum solution to (3.1) with ¢5, + ¢/% < ¢

and € = ¢, , — (¢ + &f5) with € > 0.
Let us consider (¢, 7} such that:

toth

[ . LA . —
T, =T, € T, = T, (t#tt=1,...,n)
Py — po, M J 2 p
Prot folp + e P = d)tt’
J 2 p— Po J 2 p
Pirt, = ¢’z510 Cri = bry

([t.0leUst<t;p=1-m[t, '] # [ty 1] or p # py).
It is clear that (¢, 7') is an optimum solution to (3.1) with
‘pt[(:?é + SO[??O = Croty o

By Lemma 3.2, the linear programming problem (3.1) can be simplified and
written as:

n
Max -3
=1
subjectto  of. + ¢f, =
([t.t]eUst<tsp=1....,m) (3.2.1)
-7, + Z d)fj,sl,p
t’ such that
[7,F]el
(t=1,...,m;p=1,...,m) (3.2.2)
¢f =20.m,eR
(p=1,....m;[t,0|eU;t=1....,n)

(3.2)

Example (continued). R is represented in Figure 3. The optimum solution
to (3.2) is given by m = (=5, —5, 0, 1) and the flow ¢ which is indicated on
the figure (between parentheses). Therefore, the optimum value of the La-
grangean dual is 9 and by Ford and Fulkerson’s labeling algorithm, we get
X[ = X4 = X43 = X3 = X33 = 1, the other variables being equal to 0. Let us
note that this solution is not a primal one.

4. Approximate Solution to the Lagrangean Dual Problem

We have seen that the optimum dual solution can be computed as a linear
programming problem (see (3.2)). Unfortunately this program involves a huge
number of variables and constraints. Indeed for a primal problem with 20
processors (m = 20), 50 tasks (n = 50), and 200 intertask communications
(|U| = 200) the program (3.2) includes 8050 variables, 4000 constraints of
type (3.2.1), and 1000 constraints of type (3.2.2). Therefore, we have prefered
a suboptimal procedure which uses the specificity of R . From Lemma 3.2, for
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any w, we only consider the maximum flow ¢_ on R_, which saturates the
arcs incident to the sink f¢. Therefore,

Min L(x,w)=—> m,
xe{0,1}" ™ =1
and we denote this quantity by L(w).

The proof of the following proposition gives a way for constructing
(6 . T ) pept. gy with L(x*F1) > L(x%).

Prorosmrion 4.1.  Let ¢ be a max flow on R_ and X = {x
l,...,m}. If there exists t, in {1, ..., n} such that all the vertices ofX
are labeled by the Ford and Fulkerson algorithm, then there exists a dual
solution (¢’, 7’y such that L(x") > L(x).

Proor. Forall pin {l,..., m}, X, , is labeled by (+) or ().

Case 1. X, , is labeled by (+). Let ¢, be the residual capacity of (3, X, ,)
that is /, , + m, minus the flow on this arc. We have ¢, > 0.

Case 2. X, , is labeled by (—). In this case, one can find a path from § to
X, ,p like it is presented in Figure 4. The interesting flows are indicated between
parentheses

Let us denote

e, =Min((l,, +7,) — ¢, Min (s)).

We have €, > 0. Now let

e= Min (e,):
p=1t, . m
we have e > 0. For all vertices of X labeled by (—), the flow ¢ is modified
as indicated by Figure 5.

Let qb be the new flow obtained. Note that the set of arcs corresponding to p
and p’, with p # p’, are disjoint. Therefore, the modifications that are carried
out for all values of p are mdependent Then, we put m; = m, —¢, m; = w,
(t # ty). It is easy to see that ¢’ is a feasible flow on R . Since ¢’ saturates
the arcs incident to 7, it is a2 maximum flow on R, Moreover

L(ny=~> m =e— > m,=L(x)+e>L(x). O

We only use this proposition for iteratively improving the feasible dual solution.
However, when for all te{1,..., n}, X, includes at least one vertex that is
not labeled by (+) or (—), we use a heuristic method to find another feasible
dual solution (¢’, ©') with L(w) = L(=’) and such that the number of labeled
vertices according to ¢’ on R _. is strictly greater than the number of labeled
vertices to ¢ on R_. By iteratively using this heuristic. we hope it will be
possible to apply again Proposition 4.1.

5. Duality Gap

We are going to show that the coincidence of the primal and dual optimum
values can be checked by verifying the existence of a solution to a pseudo-
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Boolean equation 7(x, X) = 0 where T is a homogeneous posiform. (A
similar result is obtained in [1] for unconstrained O — 1 optimization.) If such a
solution exists, it gives an optimum solution to the primal problem. Solving the
equation T(x, x) = O belongs to the class of the NP-complete problems. But in
our particular problem the computational tests have shown that, for practical
purposes, T' was often a quadratic posiform. That is very interesting because,
in this case, the question ‘‘Is there a solution to 7(x, X) = 07" can be
answered in a time proportional to the number of terms of 7" (see [2]).

Classically, for a given dual solution (¢, ), there is no duality gap if and
only if there exists x* e {0, 1}”” such that

(i) Min L(x,w)=L(x* =)= - =,
xe{0,1}" ™" =1
(ii) >oxi, =1 (t=1,...,n),
p=1
(iii) x}, {0, 1} (t=1,...,n;p=1,...,m).

Moreover, if there exists such an x*, it is an optimum primal solution.

Lemma 5.1. Let (¢, w) be a dual solution and r,, be the residual
capacity of the arc (S, X,,) (t=1, ,n, p=1, , m); there is no
duality gap if and only if there exlsts xe { 0, 137" such that T(x, X\)=0
with

T(X, )_() = Z Xip t Z Z xtp)?t'p

¢, p such that £, such that  p such that
t=1,..., n; Te,i'felU. p=1, .. m:
p=1i,.. ,m; 5. >0.

n m
+ > 3 X pX,, + ;1 pIle X,

t=1 p.p’ such that
p =1 L, M
p=1,..., m.
p<p’
Proor. Since
Zx,p_1©2xtpx,p=0 (t=1,...,n)
p<p
and
m m
> x,=le [l ¥,=0 (t=1,...,n),
p=1 p=1

we have to prove:

n
Lix,m) ==Y me > X,+ 2 > x,%.,=0.

t=1 t.p such that [ such that  p such that
r=1,..., n; Tt.r]eU. p=1,..., m,
p=1,..., m; oh >0.
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By definition of the Lagrangean function,

(¢, ) being a solution to (3.2), we have:
=k +oF,  ([r,0]eUst<t;p=1,...,m).

Therefore, we get:

=1 p=1
m
— p —
z d)tt’xtpxt’p_o’
t,t’such that p=1
[t.t]eU.

and by substituting 1 ~ X, , to x, , it follows:

p tU'p?

i

[
NE
A

L(x, )

< Z Z (ltp + 771) - Z of Xip

t=1p=1 t’ such that
fe.t'lelU
m
P T
+ D > ¢ X, X, ,=0.

Since, by definition,

pa— P24 —
(ltp + 71‘[) Z [ rtp:
t’ such that
[t,17]eU.

we get finally:

Lix.m) =~

t=1

& D X+ > Y. x,%,,=0. O

t.p such that ¢,¢ such that  p such that
1=1..... n; 6.1l p=1, ..m;
p=1,.. ,m: ¢1Pt’>0
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Notice that some variables must be equal to 0 in all solutions to
T(x, x) = 0. Let F be the set of these variables. F{ is constructed from
T(x, X) in the following way:

— Fy <~ {x,,:r, >0}, that is, Fy«< {x
R.};

—If x,,eF, and ¢} >0, then F,«< F,J{x,,:[¢t, t1eU; p=
1,....m}.

p - X, 18 labeled (+) for ¢ on

Notice that this second rule corresponds exactly to the labeling of the vertices
of X by (—) (see Figure 2 and [8]). Therefore,

Fy,={x,,: %, is labeled (+) or (—) for ¢ on R }.

We are now in position to state the following theorem for characterizing the
existence of a duality gap.

Tueorem 5.2. Let (¢, w) be a dual solution and N, < {1,..., m}
defined by N, = { pe{l,...,m} : X, is not labeled (+) or (—) for ¢ on
R_}, (t=1,...,n). There is no duality gap if and only if it exists x in

{0, 1} such that T'(x, X) = 0 with:

T’(x,)_c) = Z Z xtp)_(t'p

t,t’sqch that p such that
[£.¢1eU " peN,NN,,

$L.>0.
n n
+ Z Z xtpxtp’ + Z H ti'
t=1 p.p’such that t=1 peN,
DEN;; P eN,:
and p<p’.

Solving the equation 7(x, X) = 0 is an NP-complete problem since T
always includes the terms

143
X, (t=1,...,n)
p=1

of degree m. But in T'(x, X), the terms

II », ((t=1,...,n)

PeN,

are nonquadratic only if | NV,| > 2. The computational experiments (see next
section) have shown that this fact was exceptional. So the question ‘‘Is there a
duality gap?’’ will be often answered by a polynomial-time algorithm (linear in
number of terms in 7). In Section 4, we used Ford and Fulkerson’s labeling
rules to compute an approximate solution to the Lagrangean dual problem.

Again, note the importance of these rules to obtain an efficient characterization
of a zero gap.

Example (continued). We get

N, = {x,}; N, = {x5}; Ny = {x3}; N, = {x4, X3}
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and
T'(x,X) =X, + Xp3 + X33 + X4y %43
X4 Xay F Xy Xy + X4 Xy
+X03 X33 + X33 X535 + X453 X03.
The quadratic equation 7'(x, X) = 0 admits the solution
X o= xh = x5 = a0 = 1,

the other variables being equal to 0. Therefore, there is no duality gap, and x*
is an optimum primal solution; its value is 9.

6. Algorithm and Computational Results

We use a branch-and-bound algorithm, with best first-branch method, to solve
the primal problem.
The following evaluation and test method shall be used for each node:

— Compute an approximate dual solution (see Section 4);

— Is there a zero gap or is there a solution to T'(x, X) = 0? (see Section 5);

— If there is a zero gap, then stop, and x™, solution to 7* = 0, is an optimum
primal solution for the considered subproblem.

The following branching shall be used: When there is no solution to
T'(x, X) = 0, the considered subproblem is divided into several subproblems
as follows:

Let to=Max,_; ,(IN]and{x,,:peN} ={x,,, .. %,}
We have g + 1 subproblems.
Subproblem 1: Xyp =13
Subproblem q: Xipp, = 1
Subproblem g + 1: Xipy = Xppy = 700 = Xyp, = 0.

Our algorithm was coded in Pascal and run on a DEC VAX-780. The
instances are randomly generated. The execution costs are between 1 and B,
and the communication costs between 1 and B,,,. Values of B, and B,
were chosen in such a way that the sum of the execution costs is comparable
with the sum of the communication costs. So, intuitively, an optimum solution
is more difficult to find. For each considered size, 20 instances are generated;
the resuls are shown in Table L.

Table II gives the worst-case results (for the C.P.U. time) on the 20
instances.

7. Concluding Remarks

For one instance with n = 10, m = 101, and |U | = 307, the optimum was
not obtained after 1 hour of C.P.U. time usage and in this case we only have a
very good approximate solution (less than 0.5% from the optimum). This
instance has not been considered for the presentation of the results in Tables 1
and II.
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TABLE 1. REsULTS OF ALGORITHM (20 INSTANCES)

Nb. CPU
m n |U| B, By, Er Root Nb Nb, Nb; Nb, Eval (seconds)
10 29 61 23 101 0% 19 2585 3.1 005 O 1.15 17
15 37 113 17 101 0% 14 3365 33 015 0 1.85 52

20 53 229 11 101 0% 11 4575 69 035 0O 2.50 171
10 101 307 29 101 0.2% 10 88.8 105 1 0.7 7.35 876

NOTE: m = number of processors; # = number of tasks; | U | = number of intertask communica-
tions; B, = the communication costs belong to [1. B.yyl: By, = the execution costs belong to [1,
Biroc s Err = relative error between the optimum primal solution and the approximate dual solution at
the root of the tree (mean value on the 20 instances); Root = number of instances such that the
approximate dual solution 1s an optimum dual solution, and there is no duality gap at the root of the
tree; Nby (kK = 1, 2, 3, 4) = number of set IV, (£ = 1,..., n) such that k = | N;| (mean value on
the 20 instances); Nb. Eval = number of nodes that are evaluated in the branch-and-bound algorithm
(mean value on the 20 instances); CPU = C.P.U. time in seconds (mean value on the 20 instances).

TABLE II. WorsT-CasE RESULTS (FOR CPU TiME) (20 INSTANCES)

Nb. CPU
m n Ul Beom Bpoe Eval  Sol  Nb; Nb, Nby; Nb, Eval (seconds)
10 29 61 23 101 765 766 29 0 0 0 3 27
15 37 113 17 101 1001 1005 33 4 0 0 5 118
20 53 229 11 101 1454 1458 46 7 0 0 11 377
10 101 307 29 101 3569 3583 78 23 0 0 55 3083
NOTE: m = number of processors; # = number of tasks; | U | = number of intertask communica-

tions; B, = the communication costs belong to [1. B.oyl: By, = the execution costs belong to [1,

Biocls Eval = value of the approximate dual solution at the root of the tree; Sol = value of the
optimum primal solution; Nb, (k =1, 2, 3, 4) = number of set N, (f=1,..., n) such that
k = | N,|]: Nb. Eval = number of nodes that are evaluated in the branch-and-bound algorithm;
CPU = C.P.U. time in seconds.

These tables show that the bound given by an approximate dual solution is
excellent and that the relative error is always less than 0.4%. This can be
explained by the weak frequency of duality gaps and by the ability of our
suboptimal procedure to find frequently an optimum dual solution. We also can
remark that the number of terms of degree greater than 3 in 7'(x, Xx) is very
small (see the values of Nb,). So, practically, the existence of a solution to
T'(x, X) = 0 can be checked in linear time.
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