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Abstract

Submodular function maximization is a central problem in combinatorial optimization, gener-
alizing many important problems including Max Cut in directed/undirected graphs and in hyper-
graphs, certain constraint satisfaction problems, maximum entropy sampling, and maximum facility
location problems. Unlike submodular minimization, submodular maximization is NP-hard. In this
paper, we give the first constant-factor approximation algorithm for maximizing any non-negative
submodular function subject to multiple matroid or knapsack constraints. We emphasize that our
results are fornon-monotonesubmodular functions. In particular, for any constantk, we present a
(

1

k+2+
1

k
+ǫ

)

-approximation for the submodular maximization problem underk matroid constraints,

and a
(

1

5
− ǫ

)

-approximation algorithm for this problem subject tok knapsack constraints (ǫ > 0 is
any constant). We improve the approximation guarantee of our algorithm to 1

k+1+ 1

k−1
+ǫ

for k ≥ 2

partition matroid constraints. This idea also gives a
(

1

k+ǫ

)

-approximation for maximizing amono-

tonesubmodular function subject tok ≥ 2 partition matroids, which improves over the previously
best known guarantee of1

k+1
.
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1 Introduction

In this paper, we consider the problem of maximizing anonnegative submodular functionf , defined
on a ground setV , subject to matroid constraints or knapsack constraints. A function f : 2V → R is
submodularif for all S, T ⊆ V , f(S ∪T )+ f(S ∩T ) ≤ f(S)+ f(T ). Throughout, we assume that our
submodular functionf is given by avalue oracle; i.e., for a given setS ⊆ V , an algorithm can query
an oracle to find its valuef(S). Furthermore, all submodular functions we deal with are assumed to be
non-negative. We also denote the ground setV = [n] = {1, 2, · · · , n}.

We emphasize that our focus is on submodular functions that are not required to be monotone(i.e.,
we donot require thatf(X) ≤ f(Y ) for X ⊆ Y ⊆ V ). Non-monotone submodular functions appear
in several places including cut functions in weighted directed or undirected graphs or even hypergraphs,
maximum facility location, maximum entropy sampling, and certain constraint satisfaction problems.

Given a weight vectorw for the ground setV , and a knapsack of capacityC, the associatedknapsack
constraint is that the sum of weights of elements in the solutionS should not exceed the capacityC,
i.e,

∑

j∈S wj ≤ C. In our usage, we considerk knapsack constraints defined by weight vectorswi and
capacitiesCi, for i = 1, . . . , k.

We assume some familiarity with matroids [40] and associated algorithmics [45]. Briefly, for a ma-
troidM, we denote the ground set ofM by E(M), its set of independent sets byI(M), and its set of
bases byB(M). For a given matroidM, the associatedmatroid constraintis S ∈ I(M) and the asso-
ciatedmatroid base constraintis S ∈ B(M). In our usage, we deal withk matroidsM1, . . . ,Mk on
the common ground setV := E(M1) = · · · = E(Mk) (which is also the ground set of our submodular
functionf ), and we letIi := I(Mi) for i = 1, . . . , k.

Background. Optimizing submodular functions is a central subject in operations research and com-
binatorial optimization [36]. This problem appears in manyimportant optimization problems includ-
ing cuts in graphs [19, 41, 26], rank function of matroids [12, 16], set covering problems [13], plant
location problems [9, 10, 11, 2], and certain satisfiabilityproblems [25, 14], and maximum entropy
sampling [32, 33]. Other than many heuristics that have beendeveloped for optimizing these func-
tions [20, 21, 27, 43, 31], many exact and constant-factor approximation algorithms are also known for
this problem [38, 39, 44, 26, 15, 48, 18]. In some settings such as set covering or matroid optimization,
the relevant submodular functions are monotone. Here, we are more interested in the general case where
f(S) is not necessarily monotone.

Unlike submodular minimization [44, 26], submodular function maximization is NP-hard as it gen-
eralizes many NP-hard problems, like Max-Cut [19, 14] and maximum facility location [9, 10, 2]. Other
than generalizing combinatorial optimization problems like Max Cut [19], Max Directed Cut [4, 22],
hypergraph cut problems, maximum facility location [2, 9, 10], and certain restricted satisfiability prob-
lems [25, 14], maximizing non-monotone submodular functions have applications in a variety of prob-
lems, e.g, computing the core value of supermodular games [46], and optimal marketing for revenue
maximization over social networks [23]. As an example, we describe one important application in the
statistical design of experiments. Themaximum entropy sampling problemis as follows: LetA be the
n-by-n covariance matrix of a set of Gaussian random variables indexed by[n]. ForS ⊆ [n], let A[S]
denote the principal submatrix ofA indexed byS. It is well known that (up to constants depending on
|S|), log detA[S] is the entropy of the random variables indexed byS. Furthermore,log detA[S] is
submodular on[n]. In applications of locating environmental monitoring stations, it is desired to choose
s locations from[n] so as to maximize the entropy of the associated random variables, so that problem
is precisely one of maximizing a non-monotone submodular function subject to a cardinality constraint.
Of course a cardinality constraint is just a matroid base constraint for a uniform matroid. We note that
the entropy function is not even approximately monotone (see [30]). The maximum entropy sampling
problem has mostly been studied from a computational point of view, focusing on calculating optimal
solutions for moderate-sized instances (sayn < 200) using mathematical programming methodolo-
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gies (e.g, see [32, 33, 34, 29, 6, 5]), and our results providethe first set of algorithms with provable
constant-factor approximation guarantee.

Recently, a25 -approximation was developed for maximizing non-negativenon-monotone submod-
ular functions without any side constraints [15]. This algorithm also provides a tight12 -approximation
algorithm for maximizing a symmetric1 submodular function [15]. However, the algorithms developed
in [15] for non-monotone submodular maximization do not handle any extra constraints.

For the problem of maximizing a monotone submodular function subject to a matroid or multiple
knapsack constraints, tight

(

1− 1
e

)

-approximation are known [38, 7, 49, 47, 28]. Maximizing monotone

submodular functions overk matroid constraints was considered in [39], where a
(

1
k+1

)

-approximation

was obtained. This bound is currently the best known ratio, even in the special case of partition matroid
constraints. However, none of these results generalize to non-monotone submodular functions.

Better results are known either for specific submodular functions or for special classes of matroids.
A 1

k -approximation algorithm using local search was designed in [42] for the problem of maximizing
a linear function subject tok matroid constraints. Constant factor approximation algorithms are known
for the problem of maximizing directed cut [1] or hypergraphcut [3] subject to a uniform matroid (i.e.
cardinality) constraint.

Hardness of approximation results are known even for the special case of maximizing a linear func-
tion subject tok partition matroid constraints. The best known lower bound is anΩ( k

log k ) hardness
of approximation [24]. Moreover, for the unconstrained maximization of non-monotone submodular
functions, it has been shown that achieving a factor better than 1

2 cannot be done using a subexponential
number of value queries [15].

Our Results. In this paper, we give the first constant-factor approximation algorithms for maximiz-
ing a non-monotone submodular function subject to multiplematroid constraints, or multiple knapsack
constraints. More specifically, we give the following new results (belowǫ > 0 is any constant).

(1) For every constantk ≥ 1, we present a
(

1
k+2+ 1

k
+ǫ

)

-approximation algorithm for maximizing any

non-negative submodular function subject tok matroid constraints (Section 2). This implies a
(

1
4+ǫ

)

-

approximation algorithm for maximizing non-monotone submodular functions subject to a single ma-

troid constraint. Moreover, this algorithm is a
(

1
k+2+ǫ

)

-approximation in the case ofsymmetricsubmod-

ular functions. Asymptotically, this result is nearly bestpossible because there is anΩ( k
log k ) hardness

of approximation, even in the monotone case [24].
(2) For every constantk ≥ 1, we present a

(

1
5 − ǫ

)

-approximation algorithm for maximizing any non-
negative submodular function subject to ak-dimensional knapsack constraint (Section 3). To achieve
the approximation guarantee, we first give a

(

1
4 − ǫ

)

-approximation algorithm for a fractional relaxation
(similar to the fractional relaxation used in [49]). We thenuse a simple randomized rounding tech-
nique to convert a fractional solution to an integral one. A similar method was recently used in [28] for
maximizing a monotone submodular function over knapsack constraints, but neither their algorithm for
the fractional relaxation, nor their rounding method is directly applicable to non-monotone submodular
functions.
(3) For submodular maximization underk ≥ 2 partition matroidconstraints, we obtain improved ap-

proximation guarantees (Section 4). We give a

(

1
k+1+ 1

k−1
+ǫ

)

-approximation algorithm for maximizing

non-monotone submodular functions subject tok partition matroids. Moreover, our idea gives a
(

1
k+ǫ

)

-

approximation algorithm for maximizing a monotone submodular function subject tok ≥ 2 partition
matroid constraints. This is an improvement over the previously best known bound of1k+1 from [39].

1The functionf : 2V → R is symmetric if for allS ⊆ V , f(S) = f(V \ S). For example, cut functions in undirected
graphs are well-known examples of symmetric (non-monotone) submodular functions
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(4) Finally, we study submodular maximization subject to a matroid baseconstraint in Appendix E. We
give a

(

1
3 − ǫ

)

-approximation in the case of symmetric submodular functions. Our result for general
submodular functions only holds for special matroids: we obtain a(16 − ǫ)-approximation when the ma-
troid contains two disjoint bases. In particular, this implies a

(

1
6 − ǫ

)

-approximation for the problem of
maximizing any non-negative submodular function subject to an exact cardinality constraint. Previously,
only special cases of directed cut [1] or hypergraph cut [3] subject to an exact cardinality constraint were
considered.

Our main technique for the above results is local search. Ourlocal search algorithms are different
from the previously used variant of local search for unconstrained maximization of a non-negative sub-
modular function [15], or the local search algorithms used for Max Directed Cut [4, 22]. In the design
of our algorithms, we also use structural properties of matroids, a fractional relaxation of submodular
functions, and a randomized rounding technique.

2 Matroid Constraints

In this section, we give an approximation algorithm for submodular maximization subject tok matroid
constraints. The problem is as follows: Letf be anon-negativesubmodular function defined on ground
setV . LetM1, · · · ,Mk bek arbitrary matroids on the common ground setV . For each matroidMj

(with j ∈ [k]) we denote the set of its independent sets byIj. We consider the following problem:

max
{

f(S) : S ∈ ∩kj=1Ij
}

. (1)

We give an approximation algorithm for this problem using value queries tof that runs in timenO(k).
The starting point is the following local search algorithm.Starting withS = ∅, repeatedly perform one
of the following local improvements:

• Delete operation. If e ∈ S such thatf(S \ {e}) > f(S), thenS ← S \ {e}.

• Exchange operation. If d ∈ V \S andei ∈ S∪{φ} (for 1 ≤ i ≤ k) are such that(S\{ei})∪{d} ∈
Ii for all i ∈ [k] andf((S \ {e1, · · · , ek}) ∪ {d}) > f(S), thenS ← (S \ {e1, · · · , ek}) ∪ {d}.

When dealing with a single matroid constraint (k = 1), the local operations correspond to:deletean
element,add an element (i.e. an exchange when no element is dropped),swapa pair of elements (i.e.
an element from outside the current set is exchanged with an element from the set). Withk ≥ 2 matroid
constraints, we permit more general exchange operations, involving adding one element and dropping
up tok elements.

Note that the size of any local neighborhood is at mostnk+1, which implies that each local step can
be performed in polynomial time for a constantk. LetS denote a locally optimal solution. Next we prove
a key lemma for this local search algorithm, which is used in analyzing our algorithm. Before presenting
the lemma, we state a useful exchange property of matroids (see [45]). Intuitively, this property states
that for any two independent setsI andJ , we can add any element ofJ to the setI, and kick out at most
one element fromI while keeping the set independent. Moreover, each element of I is allowed to be
kicked out by at most one element ofJ . For completeness, a proof is given in Appendix A.

Theorem 1 LetM be a matroid andI, J ∈ I(M) be two independent sets. Then there is a mapping
π : J \ I → (I \ J) ∪ {φ} such that:

1. (I \ π(b)) ∪ {b} ∈ I(M) for all b ∈ J \ I.

2. |π−1(e)| ≤ 1 for all e ∈ I \ J .

3



Lemma 2 For a local optimal solutionS and anyC ∈ ∩kj=1Ij, (k+1)·f(S) ≥ f(S∪C)+k ·f(S∩C).
Additionally fork = 1, if S ∈ I1 is any locally optimal solution under only the swap operation, and
C ∈ I1 with |S| = |C|, then2 · f(S) ≥ f(S ∪ C) + f(S ∩ C).

Proof: The following proof is due to Jan Vondrák [50]. Our originalproof [35] was more complicated–
we thank Jan for letting us present this simplified proof.

For each matroidMj (j ∈ [k]), because bothC,S ∈ Ij are independent sets, Theorem 1 implies a
mappingπj : C \ S → (S \ C) ∪ {φ} such that:

1. (S \ πj(b)) ∪ {b} ∈ Ij for all b ∈ C \ S.

2. |π−1
j (e)| ≤ 1 for all e ∈ S \ C.

Whenk = 1 and|S| = |C|, Corollary 39.12a from [45] implies the stronger conditionthatπ1 : C \S →
S \ C is in fact abijection.

For eachb ∈ C \S, letAb = {π1(b), · · · πk(b)}. Note that(S\Ab)∪{b} ∈ ∩
k
j=1Ij for all b ∈ C \S.

Hence(S \ Ab) ∪ {b} is in the local neighborhood ofS, and by local optimality under exchanges:

f(S) ≥ f ((S \Ab) ∪ {b}) , ∀b ∈ C \ S. (2)

In the casek = 1 with |S| = |C|, these are onlyswapoperations (becauseπ1 is a bijection here).
By the property of mappings{πj}kj=1, each elementi ∈ S \ C is contained inni ≤ k of the sets

{Ab | b ∈ C\S}; and elements ofS∩C are contained in none of these sets. So the following inequalities
are implied by local optimality ofS under deletions.

(k − ni) · f(S) ≥ (k − ni) · f(S \ {i}), ∀i ∈ S \ C. (3)

Note that these inequalities are not required whenk = 1 and|S| = |C| (thenni = k for all i ∈ S \ C).
For anyb ∈ C \S, we have (below, the first inequality is submodularity and the second is from (2)):

f(S ∪ {b})− f(S) ≤ f ((S \ Ab) ∪ {b})− f (S \ Ab) ≤ f(S)− f (S \ Ab)

Adding this inequality over allb ∈ C \ S and using submodularity,

f(S ∪ C)− f(S) ≤
∑

b∈C\S

[f(S ∪ {b}) − f(S)] ≤
∑

b∈C\S

[f(S)− f (S \Ab)]

Adding to this, the inequalities (3), i.e.0 ≤ (k − ni) · [f(S)− f(S \ {i})] for all i ∈ S \ C,

f(S ∪C)− f(S) ≤
∑

b∈C\S

[f(S)− f (S \Ab)] +
∑

i∈S\C

(k − ni) · [f(S)− f(S \ {i})]

=

λ
∑

l=1

[f(S)− f (S \ Tl)] (4)

whereλ = |C \ S| +
∑

i∈S\C(k − ni) and{Tl}
λ
l=1 is some collection of subsets ofS \ C such that

eachi ∈ S \C appears inexactlyk of these subsets. Lets = |S| and|S ∩C| = c; number the elements
of S as{1, 2, · · · , s} = [s] such thatS ∩ C = {1, 2, · · · , c} = [c]. Then for anyT ⊆ S \ C, by
submodularity:f(S)− f(S \ T ) ≤

∑

p∈T [f([p])− f([p− 1])]. Using this in (4), we obtain:

f(S∪C)−f(S) ≤
λ
∑

l=1

∑

p∈Tl

[f([p])− f([p− 1])] = k

s
∑

i=c+1

[f([i])− f([i− 1])] = k·(f(S)− f(S ∩ C))

4



Approximate Local Search Procedure B:

Input: Ground setX of elements and value oracle access to submodular functionf .

1. Let{v} be a singleton set with the maximum valuef({v}) and letS = {v}.

2. While there exists the following delete or exchange localoperation that increases the value of
f(S) by a factor of at least1 + ǫ

n4 , then apply the local operation and updateS accordingly.

• Delete operation on S. If e ∈ S such thatf(S \ {e}) ≥ (1+ ǫ
n4 )f(S), thenS ← S \ {e}.

• Exchange operation on S. If d ∈ X \ S andei ∈ S ∪ {φ} (for 1 ≤ i ≤ k) are such that
(S \ {ei}) ∪ {d} ∈ Ii for all i ∈ [k] andf((S \ {e1, · · · , ek}) ∪ {d}) > (1 + ǫ

n4 )f(S),
thenS ← (S \ {e1, · · · , ek}) ∪ {d}.

Figure 1: The approximate local search procedure.

Algorithm A:

1. SetV1 = V .

2. Fori = 1, · · · , k + 1, do:

(a) Apply the approximate local search procedureB on the ground setVi to obtain a solution
Si ⊆ Vi corresponding to the problem:

max{f(S) : S ∈ ∩kj=1Ij , S ⊆ Vi}. (5)

(b) SetVi+1 = Vi \ Si.

3. Return the solution corresponding tomax{f(S1), · · · , f(Sk+1)}.

Figure 2: Approximation algorithm for submodular maximization underk matroid constraints.

The second last equality follows fromS \ C = {c + 1, · · · , s} and the fact that each element ofS \ C
appears in exactlyk of the sets{Tl}

λ
l=1. The last equality is due to a telescoping summation. Thus we

obtain(k + 1) · f(S) ≥ f(S ∪ C) + k · f(S ∩C), giving the claim.
Observe that whenk = 1 and |S| = |C|, we only used the inequalities (2) from the local search,

which are only swap operations. Hence in this case, the statement also holds for any solutionS that
is locally optimal under only swap operations. In the general case, we use both inequalities (2) (from
exchange operations) and inequalities (3) (from deletion operations).

A simple consequence of Lemma 2 implies bounds analogous to known approximation factors [39,
42] in the cases when the submodular functionf has additional structure.

Corollary 3 For a locally optimal solutionS and anyC ∈ ∩kj=1Ij the following inequalities hold:

1. f(S) ≥ f(C)/(k + 1) if functionf is monotone,

2. f(S) ≥ f(C)/k if functionf is linear.

The local search algorithm defined above could run for an exponential amount of time until it reaches
a locally optimal solution. The standard approach is to consider an approximate local search. In Ap-
pendix A, we show an inequality (Lemma 16) analogous to Lemma2 for approximate local optimum.
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Theorem 4 AlgorithmA in Figure 2 is a
(

1
(1+ǫ)(k+2+ 1

k
)

)

-approximation algorithm for maximizing a

non-negative submodular function subject to anyk matroid constraints, running in timenO(k).

Proof: Bounding the running time of AlgorithmA is easy and we leave it to Appendix A. Here, we
prove the performance guarantee of AlgorithmA. Let C denote the optimal solution to the original
problemmax{f(S) : S ∈ ∩kj=1Ij, S ⊆ V }. Let Ci = C ∩ Vi for eachi ∈ [k + 1]; soC1 = C.
Observe thatCi is a feasible solution to the problem (5) solved in theith iteration. Applying Lemma 16
to problem (5) using the local optimumSi and solutionCi, we obtain:

(1 + ǫ)(k + 1) · f(Si) ≥ f(Si ∪ Ci) + k · f(Si ∩Ci) ∀1 ≤ i ≤ k + 1, (6)

Usingf(S) ≥ maxk+1
i=1 f(Si), we add thesek + 1 inequalities and simplify inductively as follows.

Claim 5 For any1 ≤ l ≤ k + 1, we have:

(1 + ǫ)(k + 1)2 · f(S) ≥ (l − 1) · f(C) + f(∪lp=1Sp ∪ C1) +
k+1
∑

i=l+1

f(Si ∪ Ci)

+

l−1
∑

p=1

(k − l + p) · f(Sp ∩ Cp) + k ·
k+1
∑

i=l

f(Si ∩ Ci).

Proof: We argue by induction onl. The base casel = 1 is trivial, by just considering the sum of the
k + 1 inequalities in statement (6) above. Assuming the statement for some value1 ≤ l < k + 1, we
prove the corresponding statement forl + 1.

(1 + ǫ)(k + 1)2 · f(S) ≥ (l − 1) · f(C) + f(∪lp=1Sp ∪C1)

+

k+1
∑

i=l+1

f(Si ∪ Ci) +

l−1
∑

p=1

(k − l + p)f(Sp ∩ Cp) + k ·
k+1
∑

i=l

f(Si ∩ Ci)

= (l − 1) · f(C) + f(∪lp=1Sp ∪C1) + f(Sl+1 ∪ Cl+1)

+

k+1
∑

i=l+2

f(Si ∪ Ci) +

l−1
∑

p=1

(k − l + p)f(Sp ∩ Cp) + k ·
k+1
∑

i=l

f(Si ∩ Ci)

≥ (l − 1) · f(C) + f(∪l+1
p=1Sp ∪C1) + f(Cl+1)

+

k+1
∑

i=l+2

f(Si ∪ Ci) +

l−1
∑

p=1

(k − l + p)f(Sp ∩ Cp) + k ·
k+1
∑

i=l

f(Si ∩ Ci)

= (l − 1) · f(C) + f(∪l+1
p=1Sp ∪C1) + f(Cl+1) +

l
∑

p=1

f(Sp ∩ Cp)

+

k+1
∑

i=l+2

f(Si ∪ Ci) +

l
∑

p=1

(k − l − 1 + p)f(Sp ∩Cp) + k ·
k+1
∑

i=l+1

f(Si ∩ Ci)

≥ l · f(C) + f(∪l+1
p=1Sp ∪ C1)

+
k+1
∑

i=l+2

f(Si ∪ Ci) +
l

∑

p=1

(k − l − 1 + p)f(Sp ∩Cp) + k ·
k+1
∑

i=l+1

f(Si ∩ Ci).

The first inequality is the induction hypothesis, and the next two inequalities follow from submodu-
larity using

(

∪lp=1Sp ∩ Cp

)

∪ Cl+1 = C.

6



Using the statement of Claim 5 whenl = k + 1, we obtain(1 + ǫ)(k + 1)2 · f(S) ≥ k · f(C).

Finally, we give an improved approximation algorithm for symmetric submodular functionsf , that
satisfyf(S) = f(S) for all S ⊂ V . Symmetric submodular functions have been considered widely
in the literature [17, 41], and it appears that symmetry allows for better approximation results and thus
deserves separate attention.

Theorem 6 There is a
(

1
(1+ǫ)(k+2)

)

-approximation algorithm for maximizing a non-negative symmetric

submodular functions subject tok matroid constraints.

Proof: The algorithm for symmetric submodular functions is simpler. In this case, we only need to
performoneiteration of the approximate local search procedureB (as opposed tok + 1 in Theorem 4).
LetC denote the optimal solution, andS1 the result of the local search (onV ). Then Lemma 2 implies:

(1 + ǫ)(k + 1) · f(S1) ≥ f(S1 ∪ C) + k · f(S1 ∩ C) ≥ f(S1 ∪C) + f(S1 ∩ C).

Becausef is symmetric, we also havef(S1) = f(S1). Adding these two,

(1 + ǫ)(k + 2) · f(S1) ≥ f(S1) + f(S1 ∪ C) + f(S1 ∩ C) ≥ f(C \ S1) + f(S1 ∩ C) ≥ f(C) .

Thus we have the desired approximation guarantee.

3 Knapsack constraints

Let f : 2V → R+ be a submodular function, andw1, · · · , wk be k weight-vectors corresponding to
knapsacks having capacitiesC1, · · · , Ck respectively. The problem we consider in this section is:

max{f(S) :
∑

j∈S

wi
j ≤ Ci, ∀1 ≤ i ≤ k, S ⊆ V }. (7)

By scaling each knapsack, we assume thatCi = 1 for all i ∈ [k]. We denotefmax = max{f(v) : v ∈
V }. We assume without loss of generality that for everyi ∈ V , the singleton solution{i} is feasible
for all the knapsacks (otherwise such elements can be dropped from consideration). To solve the above
problem, we first define a fractional relaxation of the submodular function, and give an approximation
algorithm for this fractional relaxation. Then, we show howto design an approximation algorithm for
the original integral problem using the solution for the fractional relaxation. LetF : [0, 1]n → R+, the
fractional relaxation off , be the ‘extension-by-expectation’ off , i.e.,

F (x) =
∑

S⊆V

f(S) · Πi∈Sxi · Πj 6∈S(1− xj).

Note thatF is a multi-linear polynomial in variablesx1, · · · , xn, and has continuous derivatives of all
orders. Furthermore, as shown in Vondrák [49], for alli, j ∈ V , ∂2

∂xj∂xi
F ≤ 0 everywhere on[0, 1]n; we

refer to this condition ascontinuous submodularity.
Due to lack of space, many proofs of this section appear in Appendix B.

Extending function f on scaled ground sets. Let si ∈ Z+ be arbitrary values for eachi ∈ V .
Define a new ground-setU that containssi ‘copies’ of each elementi ∈ V ; so the total number of
elements inU is

∑

i∈V si. We will denote any subsetT of U asT = ∪i∈V Ti where eachTi consists of all

copies of elementi ∈ V from T . Now define functiong : 2U → R+ asg(∪i∈V Ti) = F (· · · , |Ti|
si

, · · · ).
Our goal is to prove the useful lemma thatg is submodular. In preparation for that, we first establish

a couple of claims. The first claim is standard, but we give a proof for the sake of completeness.
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Claim 7 Supposel : D → R has continuous partial derivatives everywhere on convexD ⊆ R
n with

∂l
∂xi

(y) ≤ 0 for all y ∈ D and i ∈ V . Then for anya1, a2 ∈ D with a1 ≤ a2 coordinate-wise, we have
l(a1) ≥ l(a2).

Next, we establish the following property of the fractionalrelaxationF .

Claim 8 For anya, q, d ∈ [0, 1]n with q + d ∈ [0, 1]n anda ≤ q coordinate-wise, we haveF (a+ d)−
F (a) ≥ F (q + d)− F (q).

Using the above claims, we are now ready to state and prove thelemma.

Lemma 9 Set functiong is a submodular function on ground setU .

Solving the fractional relaxation. We now argue how to obtain a near-optimal fractional fea-
sible solution for maximizing a non-negative submodular function overk knapsack constraints. Let
w1, · · · , wk denote the weight-vectors in each of thek knapsacks such that all knapsacks have capacity
1. The problem we consider here has additional upper bounds{ui ∈ [0, 1]}ni=1 on variables:

max{F (y) : ws · y ≤ 1 ∀s ∈ [k], 0 ≤ yi ≤ ui ∀i ∈ V }. (8)

Denote the regionU := {y : 0 ≤ yi ≤ ui ∀i ∈ V }. We define a local search procedure to solve
problem (8). We only consider values for each variable from adiscrete set of values in[0, 1], namely
G = {p · ζ : p ∈ N, 0 ≤ p ≤ 1

ζ } whereζ = 1
8n4 . Let ǫ > 0 be a parameter to be fixed later. At any

step with current solutiony ∈ [0, 1]n, the following local moves are considered:

• Let A,D ⊆ [n] with |A|, |D| ≤ k. Decrease the variablesy(D) to any values inG and increase
variablesy(A) to any values inG such that the resulting solutiony′ still satisfies all knapsacks and
y′ ∈ U . If F (y′) > (1 + ǫ) · F (y) then sety ← y′.

Note that the size of each local neighborhood isnO(k). Let a be the index corresponding tomax{ui ·
f({i}) : i ∈ V }. We start the local search procedure with the solutiony0 havingy0(a) = ua and zero
otherwise. Observe that for anyx ∈ Un, F (x) ≤

∑n
i=1 ui ·f({i}) ≤ n ·ua ·f({a}) = n ·F (y0). Hence

the number of iterations of local search isO(1ǫ log n), and the entire procedure terminates in polynomial
time. Lety denote a local optimal solution. We first prove the followingbased on the discretizationG.

Claim 10 Supposeα, β ∈ [0, 1]n are such that each has at mostk positive coordinates,y′ := y−α+β ∈
U , andy′ satisfies all knapsacks. ThenF (y′) ≤ (1 + ǫ) · F (y) + 1

4n2 fmax.

For anyx, y ∈ R
n, we definex∨y andx∧y by (x∨y)j := max(xj, yj) and(x∧y)j := min(xj , yj)

for j ∈ [n].

Lemma 11 For local optimaly ∈ U ∩ Gn and anyx ∈ U satisfying the knapsack constraints, we have
(2 + 2n · ǫ) · F (y) ≥ F (y ∧ x) + F (y ∨ x)− 1

2n · fmax.

Proof: For the sake of this proof, we assume that each knapsacks ∈ [k] has a dummy element (which
has no effect on functionf ) of weight 1 in knapsacks (and zero in all other knapsacks), and upper-bound
of 1. So any fractional solution can be augmented to another of the sameF -value, while satisfying all
knapsacks at equality. We augmenty andx using dummy elements so that both satisfy all knapsacks at
equality: this does not change any of the valuesF (y), F (y ∧x) andF (y ∨x). Let y′ = y− (y ∧ x) and
x′ = x− (y ∧ x). Note that for alls ∈ [k], ws · y′ = ws · x′ and letcs = ws · x′. We will decomposey′

andx′ into an equal number of terms asy′ =
∑

t αt andx′ =
∑

t βt such that theαs andβs have small
support, andws · αt = ws · βt for all t ands ∈ [k].

1. Initializet← 1, γ ← 1, x′′ ← x′, y′′ ← y′.

2. Whileγ > 0, do:
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(a) ConsiderLPx := {z ≥ 0 : z · ws = cs, ∀s ∈ [k]} where the variables are restricted to indices
i ∈ [n] with x′′

i > 0. Similarly LPy := {z ≥ 0 : z · ws = cs, ∀s ∈ [k]} where the variables are
restricted to indicesi ∈ [n] with y′′i > 0. Letu ∈ LPx andv ∈ LPy be extreme points.

(b) Setδ1 = max{χ : χ · u ≤ x′′} δ2 = max{χ : χ · v ≤ y′′}, andδ = min{δ1, δ2}.

(c) Setβt ← δ · u, αt ← δ · v, γ ← γ − δ, x′′ ← x′′ − βt, andy′′ ← y′′ − αt.

(d) Sett← t+ 1.

We first show that this procedure is well-defined. In every iteration, γ > 0, and by induction
ws · x′′ = ws · y′′ = γ · cs for all s ∈ [k]. Thus in step 2a,LPx (resp.LPy) is non-empty:x′′/γ (resp.
y′′/γ) is a feasible solution. From the definition ofLPx andLPy it also follows thatδ > 0 in step 2b and
at least one coordinate ofx′′ or y′′ is zeroed out in step 2c. This implies that the decompositionprocedure
terminates inr ≤ 2n steps. At the end of the procedure, we have decompositionsx′ =

∑r
t=1 βt and

y′ =
∑r

t=1 αt. Furthermore, eachαt (resp. βt) corresponds to anextreme pointof LPy (resp. LPx)
in some iteration: hence the number of positive components in any of{αt, βt}

r
t=1 is at mostk. Finally

note that for allt ∈ [r], ws · αt = ws · βt for all knapsackss ∈ [k].
Observe that Claim 10 applies toy, αt andβt (any t ∈ [r]) because each ofαt, βt has support-size

k, andy−αt+βt ∈ U and satisfies all knapsacks with equality. Strictly speaking, Claim 10 requires the
original local optimal̃y, which is not augmented with dummy elements. However evenỹ−αt+βt ∈ U
and satisfies all knapsacks (possibly not at equality), and the claim does apply. This gives:

F (y − αt + βt) ≤ (1 + ǫ) · F (y) +
fmax

4n2
∀t ∈ [r] . (9)

Let M ∈ Z+ be large enough so thatMαt andMβt are integral for allt ∈ [r]. In the rest of the
proof, we consider a scaled ground-setU containingM copies of each element inV . We define function
g : 2U → R+ asg(∪i∈V Ti) = F (· · · , |Ti|

M , · · · ) where eachTi consists of copies of elementi ∈ V .
Lemma 9 implies thatg is submodular. Corresponding toy we have a setP = ∪i∈V Pi consisting of the
first |Pi| = M ·yi copies of each elementi ∈ V . Similarly,x corresponds to setQ = ∪i∈V Qi consisting
of the first|Qi| = M · xi copies of each elementi ∈ V . HenceP ∩ Q (resp.P ∪ Q) corresponds to
x ∧ y (resp.x ∨ y) scaled byM . Again,P \Q (resp.Q \ P ) corresponds toy′ (resp.x′) scaled byM .
The decomposition ofy′ from above suggestsdisjoint sets{At}

r
t=1 such that∪tAt = P \Q; i.e. each

At corresponds toαt scaled byM . Similarly there aredisjoint sets{Bt}
r
t=1 such that∪tBt = Q \ P .

Observe also thatg((P \ At) ∪Bt) = F (y − αt + βt), so (9) corresponds to:

g((P \ At) ∪Bt) ≤ (1 + ǫ) · g(P ) +
fmax

4n2
∀t ∈ [r] . (10)

Adding all theser inequalities tog(P ) = g(P ), we obtain(r + ǫ · r + 1)g(P ) + r
4n2 fmax ≥ g(P ) +

∑r
t=1 g((P \At)∪Bt). Using submodularity ofg and the disjointness of families{At}

r
t=1 and{Bt}

r
t=1,

we obtain(r + ǫ · r + 1) · g(P ) + r
4n2 fmax ≥ (r − 1) · g(P ) + g(P ∪ Q) + g(P ∩ Q). Hence

(2 + ǫ · r) · g(P ) ≥ g(P ∪Q) + g(P ∩Q)− r
4n2 fmax. This implies the lemma becauser ≤ 2n.

Theorem 12 For any constantδ > 0, there exists a(14 − δ)-approximation algorithm for problem(8)
with all upper boundsui = 1 (for all i ∈ V ).

Rounding the fractional knapsack. In order to solve the (non-fractional) submodular maximization
subject tok knapsack constraints, we partition the elements into two subsets. For a constant parameter
δ, we say that elemente ∈ V is heavyif ws(e) ≥ δ for some knapsacks ∈ [k]. All other elements
are calledlight. Since the number of heavy elements in any feasible solutionis bounded bykδ , we can
enumerate over all possible sets of heavy elements and obtain the optimal profit for these elements. For
light elements, we show a simple randomized rounding procedure (applied to the fractional solution
from (8)) that gives a(14 − ǫ)-approximation for the light elements. Combining the enumeration method
with the randomized rounding method, we get a(15 − ǫ)-approximation for submodular maximization
subject tok knapsack constraints. The details and proofs of this resultare left to Appendix C.
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4 Improved Bounds under Partition Matroids

The improved algorithm for partition matroids is again based on local search. In theexchangelocal
move of the general case (Section 2), the algorithm only attempts to include one new element at a time
(while dropping uptok elements). Here we generalize that step to allow includingp new elements
while dropping up to(k − 1) · p elements, for some fixed constantp ≥ 1. We show that this yields an
improvement under partition matroid constraints. Given a current solutionS ∈ ∩kj=1Ij, the local moves
we consider are:

• Delete operation. If e ∈ S such thatf(S \ {e}) > f(S), thenS ← S \ {e}.

• Exchange operation. For someq ≤ p, if d1, · · · , dq ∈ V \ S andei ∈ S ∪ {φ} (for 1 ≤ i ≤
(k − 1) · q) are such that:(i) S′ = (S \ {ei : 1 ≤ i ≤ (k − 1)q}) ∪ {d1, · · · , dq} ∈ Ij for all
j ∈ [k], and(ii) f(S′) > f(S), thenS ← S′.

The main idea here is a strengthening of Lemma 2. Missing proofs of this section are in Appendix D.

Lemma 13 For a local optimal solutionS and anyC ∈ ∩kj=1Ij, we havek · f(S) ≥ (1 − 1
p) · f(S ∪

C) + (k − 1) · f(S ∩ C).

Proof: We use an exchange property (see Schrijver [45]), which implies for anypartition matroidM
andC,S ∈ I(M) the existence of a mapπ : C \ S → (S \ C) ∪ {φ} such that

1. (S \ {π(b) : b ∈ T}) ∪ T ∈ I(M) for all T ⊆ C \ S.

2. |π−1(e)| ≤ 1 for all e ∈ S \ C.

Let πj denote the mapping under partition matroidMj (for 1 ≤ j ≤ k).
Combining partition matroidsM1 andM2. We useπ1 andπ2 to construct a multigraphG on vertex
setC \ S and edge-set labeled byE = π1(C \ S) ∩ π2(C \ S) ⊆ S \ C with an edge labeleda ∈ E
betweene, f ∈ C \ S iff π1(e) = π2(f) = a or π2(e) = π1(f) = a. Each edge inG has a unique
label because there is exactly one edge(e, f) corresponding to anya ∈ E. Note that the maximum
degree inG is at most 2. HenceG is a union of disjoint cycles and paths. We index elements ofC \ S
in such a way that elements along any path or cycle inG are consecutive. For anyq ∈ {0, · · · , p − 1},
let Rq denote the elements ofC \ S having an index that isnot q modulop. It is clear that the induced
graphG[Rq] for anyq ∈ [p] consists of disjoint paths/cycles, each of length at mostp. Furthermore each
element ofC \ S appears in exactlyp− 1 sets among{Rq}

p−1
q=0.

Claim 14 For anyq ∈ {0, · · · , p− 1}, k · f(S) ≥ f(S ∪Rq) + (k − 1) · f(S ∩ C).

Adding thep inequalities given by Claim 14, we getpk·f(S) ≥
∑p−1

q=0 f(S∪Rq)+p(k−1)·f(S∩C).

Note that each element ofC\S is missing in exactly1 set{S∪Rq}
p−1
q=0, and elements ofS∩C are missing

in none of them. Hence an identical simplification as in Lemma2 gives
∑p−1

q=0[f(S∪C)−f(S∪Rq)] ≤
f(S ∪ C)− f(S). Thus,

(pk − 1) · f(S) ≥ (p− 1) · f(S ∪ C) + p(k − 1) · f(S ∩ C),

which impliesk · f(S) ≥ (1− 1
p) · f(S ∪C) + (k − 1) · f(S ∩ C), giving the lemma.

Theorem 15 For any k ≥ 2 and fixed constantǫ > 0, there exists a 1
k+1+ 1

k−1
+ǫ

-approximation al-

gorithm for maximizing a non-negative submodular functionover k partition matroids. This bound
improves to 1

k+ǫ for monotone submodular functions.

Acknowledgment: The proof of Lemma 2 presented in this paper is due to Jan Vondrák. Our original
proof [35] was more complicated — we thank Jan for letting us present this simplified proof.
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[15] U. Feige, V. Mirrokni and J. Vondrák. Maximizing non-monotone submodular functions,FOCS 2007.

[16] A. Frank. Matroids and submodular functions,Annotated Biblographies in Combinatorial Optimization
(1997), 65–80.

[17] S. Fujishige. Canonical decompositions of symmetric submodular systems,Discrete Applied Mathematics
5 (1983), 175–190.

[18] M. Goemans, N. Harvey, S. Iwata, V. Mirrokni. Approximating submodular functions everywhere. InSODA
2009.

[19] M. X. Goemans and D. P. Williamson. Improved approximation algorithms for maximum cut and satisfia-
bility problems using semidefinite programming,Journal of ACM42 (1995), 1115–1145.

[20] B. Goldengorin, G. Sierksma, G. Tijsssen and M. Tso. Thedata correcting algorithm for the minimization
of supermodular functions,Management Science, 45:11 (1999), 1539–1551.

[21] B. Goldengorin, G. Tijsssen and M. Tso. The maximization of submodular Functions: Old and new proofs
for the correctness of the dichotomy algorithm,SOM Report, University of Groningen (1999).

[22] E. Halperin and U. Zwick. Combinatorial approximationalgorithms for the maximum directed cut problem.
Proc. of 12th SODA(2001), 1–7.

11



[23] J. Hartline, V. Mirrokni and M. Sundararajan. Optimal marketing strategies over social networks, World
Wide Web Conference (WWW), 2008, 189–198.

[24] E. Hazan, S. Safra and O. Schwartz. On the complexity of approximatingk-set packing. Computational
Complexity, 15(1), 20–39, 2006.
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A Missing proofs from Section 2

Proof of Theorem 1: We proceed by induction ont = |J \ I|. If t = 0, there is nothing to prove.
Suppose there is an elementb ∈ J \ I with I ∪ {b} ∈ I(M). In this case we apply induction on
I and J ′ = J \ {b} (where |J ′ \ I| = t − 1 < t). BecauseI \ J ′ = I \ J , we obtain a map
π′ : J ′ \ I → (I \ J) ∪ {φ} satisfying the two conditions. The desired mapπ is thenπ(b) = φ and
π(b′) = π′(b′) for all b′ ∈ J \ I \ {b} = J ′ \ I.

Now we may assume thatI is a maximal independent set inI ∪J . LetM′ ⊆M denote the matroid
M truncated toI ∪ J ; so I is a base inM′. We augmentJ to some basẽJ ⊇ J inM′ (because any
maximal independent set inM′ is a base). Then we have two basesI and J̃ inM′. Theorem 39.12
from [45] implies the existence of elementsb ∈ J̃ \ I ande ∈ I \ J̃ such that both(J̃ \ b) ∪ {e} and
(I \ e)∪{b} are bases inM′. Note thatJ ′ = (J \ {b})∪{e} ⊆ (J̃ \ {b})∪{e} ∈ M. By induction on
I andJ ′ (because|J ′ \ I| = t− 1 < t) we obtain mapπ′ : J ′ \ I → I \J ′ satisfying the two conditions.
The mapπ is thenπ(b) = e andπ(b′) = π′(b′) for all b′ ∈ J \ I \ {b} = J ′ \ I. The first condition on
π is satisfied by induction (for elementsJ \ I \ {b}) and because(I \ e) ∪ {b} ∈ M (see above). The
second condition onπ is satisfied by induction and the fact thate 6∈ I \ J ′.

Lemma 16 For an approximately locally optimal solutionS (in procedureB) and anyC ∈ ∩kj=1Ij,
(1 + ǫ)(k + 1) · f(S) ≥ f(S ∪ C) + k · f(S ∩ C) whereǫ > 0 a parameter defined in the algorithm
description. Additionally fork = 1, if S ∈ I1 is any locally optimal solution under only the swap
operation, andC ∈ I1 with |S| = |C|, then2(1 + ǫ) · f(S) ≥ f(S ∪ C) + f(S ∩C).

Proof: The proof of this lemma is almost identical to the proof of theLemma 2 the only difference
is that left-hand sides of inequalities (2) and inequalities (3) are multiplied by1 + ǫ

n4 . Therefore, after
following the steps in Lemma 2, we obtain the inequality:

(k + 1 +
ǫ

n4
λ) · f(S) ≥ f(S ∪ C) + k · f(S ∩ C).

Sinceλ ≤ (k + 1)n (see Lemma 2) and we may assume thatn4 >> (k + 1)n, we obtain the lemma.

Running time of Algorithm A (Theorem 4) Here we describe a missing part of the proof of Theorem 4
about the running of AlgorithmA. The parameterǫ > 0 in ProcedureB is any value such that1ǫ is
at most a polynomial inn. Note that using approximate local operations in the local search procedure
B (in Figure 1) makes the running time of the algorithm polynomial. The reason is as follows: one
can easily show that for any ground setX of elements, the value of the initial setS = {v} is at least
Opt(X)/n, whereOpt(X) is the optimal value of problem (1) restricted toX. Each local operation
in procedureB increases the value of the function by a factor1 + ǫ

n4 . Therefore, the number of local

operations for procedureB is at mostlog1+ ǫ

n4

Opt(X)
Opt(X)

n

= O(1ǫn
4 log n), and thus the running time of the

whole procedure is1ǫ · n
O(k). Moreover, the number of procedure calls of AlgorithmA for procedureB

is polynomial, and thus the running time of AlgorithmA is also polynomial.
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B Missing Proofs from Section 3

Proof of Claim 7: Consider the line froma1 toa2 parameterized byt ∈ [0, 1] asy(t) := a1+t(a2−a1).
Observe that all points on this line are inD (becauseD is a convex set). At anyt ∈ [0, 1], we have:

∂l(y(t))

∂t
=

n
∑

j=1

∂l(y(t))

∂xj
·
∂yj(t)

∂t
=

n
∑

j=1

∂l(y(t))

∂xj
· (a2(j) − a1(j)) ≤ 0.

Above, the first equality follows from the chain rule becausel is differentiable, and the last inequality
uses the fact thata2 − a1 ≥ 0 coordinate-wise. This completes the proof of the claim.

Proof of Claim 8: Let D = {y ∈ [0, 1]n : y + d ∈ [0, 1]n}. Define functionh : D → R+ as
h(x) := F (x + d) − F (x), which is a multi-linear polynomial. We will show that∂h∂xi

(α) ≤ 0 for all
i ∈ V , at every pointα ∈ D. This combined with Claim 7 below would implyh(a) ≥ h(q) because
a ≤ q coordinate-wise, which gives the claim.

In the following, fix ani ∈ V and denoteF ′
i (y) =

∂F
∂xi

(y) for anyy ∈ [0, 1]n. To show ∂h
∂xi

(α) ≤ 0

for α ∈ D, it suffices to haveF ′
i (α + d) − F ′

i (α) ≤ 0. From the continuous submodularity ofF , for

everyj ∈ V we have∂F ′
i

∂xj
(y) = ∂2F

∂xj∂xi
(y) ≤ 0 for all y ∈ [0, 1]n. Then applying Claim 7 toF ′

i (a

multi-linear polynomial) implies thatF ′
i (α+ d)− F ′

i (α) ≤ 0. This completes the proof of Claim 8.

Proof of Lemma 9: To show submodularity ofg, consider any two subsetsP = ∪i∈V Pi andQ =
∪i∈V Qi of U , where eachPi (resp.,Qi) are copies of elementi ∈ V . We haveP ∩Q = ∪i∈V (Pi ∩Qi)
andP ∪Q = ∪i∈V (Pi ∪Qi). Define vectorsp, q, a, b ∈ [0, 1]n as follows:

pi =
|Pi|

si
, qi =

|Qi|

si
, ai =

|Pi ∩Qi|

si
, bi =

|Pi ∪Qi|

si
∀i ∈ V.

It is clear thatp + q = a + b andd := p − a ≥ 0. Submodularity condition ong at P,Q requires
g(P )+g(Q) ≥ g(P ∩Q)+g(P ∪Q). But by the definition ofg, this is equivalent toF (a+d)−F (a) ≥
F (q + d)− F (q), which is true by Claim 8. Thus we have established the lemma.

Proof of Claim 10: Let z ≤ y′ be the point inU ∩ Gn that minimizes
∑n

i=1(y
′
i − zi). Note thatz is a

feasible local move fromy: it lies in Gn, satisfies all knapsacks and the upper-bounds, and is obtainable
from y by reducingk variables and increasingk others. Hence by local optimalityF (z) ≤ (1+ǫ)·F (y).

By the choice ofz, it follows that |zi − y′i| ≤ ζ for all i ∈ V . SupposeB is an upper bound on all

first partial derivatives of functionF onU : i.e.
∣

∣

∣

∂F (x)
∂xi
|x̄

∣

∣

∣
≤ B for all i ∈ V andx̄ ∈ U . Then because

F has continuous derivatives, we obtain

|F (z) − F (y′)| ≤
n
∑

i=1

B · |zi − y′i| ≤ nBζ ≤ 2n2fmax · ζ ≤
fmax

4n2
.

Abovefmax = max{f(v) : v ∈ V }. The last inequality usesζ = 1
8n4 , and the second to last inequality

usesB ≤ 2n · fmax which we show next. Consider anȳx ∈ [0, 1]n andi ∈ V . We have

∣

∣

∣

∣

∂F (x)

∂xi
|x̄

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∑

S⊆[n]\{i}

[f(S ∪ {i}) − f(S)] · Πa∈S x̄a ·Πb∈Sc\i(1− x̄b)

∣

∣

∣

∣

∣

∣

≤ max
S⊆[n]\{i}

[f(S ∪ {i}) + f(S)] ≤ 2n · fmax .

Thus we haveF (y′) ≤ (1 + ǫ) · F (y) + 1
4n2 fmax.

Proof of Theorem 12: Because each singleton solution{i} is feasible for the knapsacks and upper
bounds are1, we have a feasible solution of valuefmax. Chooseǫ = δ

n2 . The algorithm runs the
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fractional local search algorithm (with all upper bounds1) to get locally optimal solutiony1 ∈ [0, 1]n.
Then we run another fractional local search, this time with each variablei ∈ V having upper bound
ui = 1 − y1(i); let y2 denote the local optimum obtained here. The algorithm outputs the better of the
solutionsy1, y2, and valuefmax.

Let x denote the globally optimal fractional solution to (8), where upper bounds are1. We will
show (2 + δ) · (F (y1) + F (y2)) ≥ F (x) − fmax/n, which would prove the theorem. Observe that
x′ = x− (x ∧ y1) is a feasible solution to the second local search. Lemma 11 implies the following for
the two local optima:

(2 + δ) · F (y1) ≥ F (x ∧ y1) + F (x ∨ y1)−
fmax

2n
,

(2 + δ) · F (y2) ≥ F (x′ ∧ y2) + F (x′ ∨ y2)−
fmax

2n
.

We show thatF (x∧y1)+F (x∨y1)+F (x′∨y2) ≥ F (x), which suffices to prove the theorem. For
this inequality, we again consider a scaled ground-setU havingM copies of each element inV (where
M ∈ Z+ is large enough so thatMx, My1, My2 are all integral). Define functiong : 2U → R+ as
g(∪i∈V Ti) = F (· · · , |Ti|

M , · · · ) where eachTi consists of copies of elementi ∈ V . Lemma 9 implies
that g is submodular. Also define the following subsets ofU : A (representingy1) consists of the first
My1(i) copies of each elementi ∈ V , C (representingx) consists of the firstMx(i) copies of each
elementi ∈ V , andB (representingy2) consists ofMy2(i) copies of each elementi ∈ V (namely the
copies numberedMy1(i) + 1 throughMy1(i) +My2(i)) so thatA ∩ B = φ. Note that we can indeed
pick such sets becausey1 + y2 ≤ 1 coordinate-wise. Also we have the following correspondences via
scaling:

A ∩ C ≡ x ∧ y1, A ∪C ≡ x ∨ y1, (C \ A) ∪B ≡ x′ ∨ y2 .

Thus it suffices to showg(A ∩ C) + g(A ∪ C) + g((C \ A) ∪ B) ≥ g(C). But this follows from
submodularity and non-negativity ofg:

g(A ∩ C) + g(A ∪C) + g((C \ A) ∪B) ≥ g(A ∩ C) + g(C \ A) + g(C ∪A ∪B) ≥ g(C).

Hence we have the desired approximation for the fractional problem (8).

C Rounding the fractional solution under knapsack constraints

Fix a constantη > 0 and letc = 16
η . We give a(15−η)-approximation for submodular maximization over

k knapsack constraints, which is problem (7). Define parameter δ = 1
4c3k4

. We call an elemente ∈ V
heavyif wi(e) ≥ δ for some knapsacki ∈ [k]. All other elements are calledlight. LetH andL denote
the heavy and light elements in an optimal integral solution. Note that|H| ≤ k/δ. Hence enumerating
over all possible sets of heavy elements, we can obtain profitat leastf(H) in nO(k/δ) time, which is
polynomial for fixedk. We now focus only on light elements and show how to obtain profit at least
1
4 · f(L). Later we show how these can be combined into an approximation algorithm for problem (7).
Let Opt ≥ f(L) denote the optimal value of the knapsack constrained problem, restricted to only light
elements.

Algorithm for light elements. Restricted to light elements, the algorithm first solves thefractional
relaxation (8) with all upper bounds1, to obtain solutionx with F (x) ≥ (14 −

η
2 ) · Opt, as described in

the previous subsection (see Theorem 12). Again by adding dummy light elements for each knapsack,
we assume that fractional solutionx satisfies all knapsacks with equality. Fix a parameterǫ = 1

ck , and
pick each elemente into solutionS independently with probability(1− ǫ) · xe. We declare failure ifS
violates any knapsack and claim zero profit in this case (output the empty set as solution). Clearly this
algorithm always outputs a feasible solution. In the following we lower bound the expected profit. Let
α(S) := max{wi(S) : i ∈ [k]}.
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Claim 17 For anya ≥ 1, Pr[α(S) ≥ a] ≤ k · e−cak2.

Proof: Fixing a knapsacki ∈ [k], we will boundPr[wi(S) ≥ a]. Let Xe denote the binary random

variable which is set to 1 iffe ∈ S, and letYe =
wi(e)
δ Xe. Because we only deal with light elements, each

Ye is a[0, 1] random variable. LetZi :=
∑

e Ye, thenE[Zi] =
1−ǫ
δ . By scaling, it suffices to upper bound

Pr [Zi ≥ a(1 + ǫ)E[Zi]]. Because theYe are independent[0, 1] random variables, Chernoff bounds [37]
imply:

Pr [Zi ≥ a(1 + ǫ)E[Zi]] ≤ e−E[Zi]·aǫ2/2 ≤ e−aǫ2/4δ = e−cak2 .

Finally by a union bound, we obtainPr[α(S) ≥ a] ≤
∑k

i=1 Pr[wi(S) ≥ a] ≤ k · e−cak2 .

Claim 18 For anya ≥ 1, max{f(S) : α(S) ≤ a+ 1} ≤ 2(1 + δ)k(a + 1) ·Opt.

Proof: We will show that for any setS with α(S) ≤ a+1, f(S) ≤ 2(1+δ)k(a+1)·Opt, which implies
the claim. Consider partitioning setS into a number of smaller parts each of which satisfies all knapsacks
as follows. As long as there are remaining elements inS, form a group by greedily addingS-elements
until no more addition is possible, then continue to form thenext group. Except for the last group formed,
every other group must have filled up some knapsack to extent1 − δ (otherwise another light element
can be added). Thus the number of groups partitioningS is at mostk(a+1)

1−δ + 1 ≤ 2k(a + 1)(1 + δ).
Because each of these groups is a feasible solution, the claim follows by the subadditivity off .

Lemma 19 The algorithm for light elements obtains expected value at least(14 − η) · Opt.

Proof: Define the following disjoint events:A0 := {α(S) ≤ 1}, andAl := {l < α(S) ≤ 1 + l} for
any l ∈ N. Note that the expected value of the algorithm isALG = E[f(S) | A0] · Pr[A0]. We can
write:

F (x) = E[f(S)] = E[f(S) | A0]·Pr[A0]+
∑

l≥1

E[f(S) | Al]·Pr[Al] = ALG+
∑

l≥1

E[f(S) | Al]·Pr[Al].

For anyl ≥ 1, from Claim 17 we havePr[Al] ≤ Pr[α(S) > l] ≤ k · e−clk2. From Claim 18 we have
E[f(S) | Al] ≤ 2(1 + δ)k(l + 1) · Opt. So,

E[f(S) | Al] · Pr[Al] ≤ k · e−clk2 · 2(1 + δ)k(l + 1) ·Opt ≤ 8 ·Opt · lk2 · e−clk2 .

Consider the expression
∑

l≥1 lk
2 · e−clk2 ≤

∑

t≥1 t · e
−ct ≤ 1

c , for large enough constantc. Thus:

ALG = F (x)−
∑

l≥1

E[f(S) | Al] · Pr[Al] ≥ F (x)− 8 · Opt
∑

l≥1

lk · e−clk ≥ F (x)−
8

c
Opt.

Becauseη = 16
c andF (x) ≥ (14 −

η
2 ) · Opt from Theorem 12, we obtain the lemma.

Theorem 20 For any constantη > 0, there is a(15 − η)-approximation algorithm for maximizing a
non-negative submodular function overk knapsack constraints.

Proof: As mentioned in the beginning of this subsection, letH andL denote the heavy and light
elements in an optimal integral solution. The enumeration algorithm for heavy elements produces a
solution of value at leastf(H). Lemma 19 implies that the rounding algorithm for light elements
produces a solution of expected value at least(14 − η) · f(L). By subadditivity, the optimal value
f(H ∪L) ≤ f(H)+ f(L). The better of the two solutions (over heavy and light elements respectively)
found by our algorithm has value:

max{f(H), (
1

4
− η) · f(L)} ≥

1

5
· f(H) +

4

5
· (
1

4
− η) · f(L) ≥ (

1

5
− η) · f(H ∪ L).

This implies the desired approximation guarantee.
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D Missing Proofs from Section 4

Proof of Claim 14: The following arguments hold for anyq ∈ [p], and for notational simplicity we
denoteR = Rq ⊆ C\S. Let{Dl}

t
l=1 denote the vertices in connected components ofG[R], which form

a partition ofR. As mentioned above,|Dl| ≤ p for all l ∈ [t]. For anyl ∈ [t], let El denote the labels
of edges inG incident to verticesDl. Because{Dl}

t
l=1 are distinct connected components inG[R],

{El}
t
l=1 are disjoint subsets ofE ⊆ S \C. Consider anyl ∈ [t]: we claimSl = (S \El)∪Dl ∈ I1∩I2.

Note thatEl ⊇ {π1(b) : b ∈ Dl} andEl ⊇ {π2(b) : b ∈ Dl}. HenceSl ⊆ (S\{πi(b) : b ∈ Dl})∪Dl

for i = 1, 2. But from the property of mappingπi (wherei = 1, 2), (S \ {πi(Dl)) ∪ Dl ∈ Ii. This
proves thatSl ∈ I1 ∩ I2 for all l ∈ [t].

From the properties of the mapsπj for each partition matroidMj , we have(S \ πj(Dl))∪Dl ∈ Ij
for each3 ≤ j ≤ k. Thus the following sets are independent in all matroidsM1, · · · ,Mk :

(

S \ (∪kj=3πj(Dl) ∪ El)
)

∪Dl ∀ l ∈ [t].

Additionally, because|Dl| ≤ p and|(∪kj=3πj(Dl) ∪ El| ≤ (k − 1) · p, each of the above sets are in
the local neighborhood ofS. But local optimality ofS implies:

f(S) ≥ f(
(

S \ (∪kj=3πj(Dl) ∪ El)
)

∪Dl) ∀l ∈ [t]. (11)

Recall that{El} are disjoint subsets ofS \C. Also each elementi ∈ S \C is missing in the right-hand
side ofni ≤ k − 1 terms (theπjs are ‘matchings’ ontoS \ C). Using local optimality under deletions,
we have the inequalities:

(k − 1− ni) · f(S) ≥ (k − 1− ni) · f(S \ {i}) ∀i ∈ S \ C. (12)

Now, proceeding as in the simplification done in Lemma 2 (using disjointness of{Dl}
t
l=1), we obtain:

f
(

S ∪
(

∪tl=1Dl

))

− f(S) ≤ (k − 1) · (f(S)− f(S ∩ C))

Noting that∪tl=1Dl = R, we have the claim.

Proof of Theorem 15: We setp = 1 + ⌈2kǫ ⌉. The algorithm for the monotone case is just the local
search procedure withp-exchanges. Lemma 13 applied to local optimalS and the global optimalC
impliesf(S) ≥ ( 1k −

1
pk ) · f(S ∪ C) ≥ ( 1k −

1
pk ) · f(C) (by non-negativity and monotonicity). From

the setting ofp, S is ak + ǫ approximate solution.
For the non-monotone case, the algorithm repeats thep-exchange local searchk times as in Theo-

rem 4. IfC denotes a global optimum, an identical analysis yields
(

1 + 1
p−1

)

k2 ·f(S) ≥ (k−1)·f(C).

This uses the inequalities
(

p

p− 1

)

k · f(Si) ≥ f(Si ∪ Ci) + (k − 1) · f(Si ∩ Ci) ∀1 ≤ i ≤ k,

whereSi denotes the local optimal solution in iterationi ∈ {1, · · · , k} andCi = C \ ∪i−1
j=1Sj . Using

the value ofp, S is a
(

k + 1 + 1
k−1 + ǫ

)

-approximate solution. Observe that the algorithm has running

timenO(k/ǫ).

We note that the result for monotone submodular functions isthe first improvement over the greedy
1

k+1 -approximation algorithm [39], even for the special case ofpartition matroids. It is easy to see that
the greedy algorithm is a1k -approximation formodular functions. But it is only a 1

k+1 -approximation
for monotone submodular functions. The following example shows that this bound is tight for every
k ≥ 1. The submodular functionf is the coverage function defined on a familyF of sets. Consider a
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ground setE = {e : 0 ≤ e ≤ p(k+1)+ 1} of natural numbers (forp ≥ 2 arbitrarily large); we define
a familyF = {Si : 0 ≤ i ≤ k} ∪ {T1, T2} of k + 3 subsets ofE. We haveS0 = {e : 0 ≤ e ≤ p},
T1 = {e : 0 ≤ e ≤ p− 1}, T2 = {p}, and for each1 ≤ i ≤ k, Si = {e : p · i+ 1 ≤ e ≤ p · (i+ 1)}.
For any subsetS ⊆ F , f(S) equals the number of elements inE covered byS; f is clearly monotone
submodular. We now definek partition matroids overF : for 1 ≤ j ≤ k, thejth partition has{S0, Sj}
in one group and all other sets in singleton groups. In other words, the partition constraints require that
for every1 ≤ j ≤ k, at most one ofS0 andSj be chosen. Observe that{Si : 1 ≤ i ≤ k} ∪ {T1, T2} is
a feasible solution of value|E| = p(k + 1) + 1. However the greedy algorithm picksS0 first (because
it has maximum size), and gets only valuep+ 1.

E Matroid Base Constraints

A base in a matroid is any maximal independent set. In this section, we consider the problem of maxi-
mizing a non-negative submodular function overbasesof some matroidM.

max {f(S) : S ∈ B(M)} . (13)

We first consider the case of symmetric submodular functions.

Theorem 21 There is a(13 − ǫ)-approximation algorithm for maximizing a non-negative symmetric
submodular function over bases of any matroid.

Proof: We use the natural local search algorithm based only on swap operations. The algorithm starts
with any maximal independent set and performs improvingswapsuntil none is possible. From the
second statement of Lemma 2, ifS is a local optimum andC is the optimal base, we have2 · f(S) ≥
f(S ∪ C) + f(S ∩ C). Adding to this inequality, the factf(S) = f(S) using symmetry, we obtain
3 · f(S) ≥ f(S ∪C)+ f(S)+ f(S ∩C) ≥ f(C \S)+ f(S ∩C) ≥ f(C). Using an approximate local
search procedure to make the running time polynomial, we obtain the theorem.

However, the approximation guarantee of this algorithm canbe arbitrarily bad if the functionf is
not symmetric. An example is the directed-cut function in a digraph with a vertex bipartition(U, V )
with |U | = |V | = n, havingt ≫ 1 edges from eachU -vertex toV and1 edge from eachV -vertex to
U . The matroid in this example is just the uniform matroid withrankn. It is clear that the optimal base
isU ; on the other handV is a local optimum under swaps.

We are not aware of a constant approximation for the problem of maximizing a submodular function
subject to an arbitrary matroid base constraint. For a special class of matroids we obtain the following.

Theorem 22 There is a(16 − ǫ)-approximation algorithm for maximizing any non-negativesubmodular
function over bases of matroidM, whenM contains at least two disjoint bases.

Proof: Let C denote the optimal base. The algorithm here first runs the local search algorithm using
only swaps to obtain a baseS1 that satisfies2 · f(S1) ≥ f(S1 ∪C) + f(S1 ∩C), from Lemma 2. Then
the algorithm runs a local search onV \S1 using both exchanges and deletions to obtain an independent
setS2 ⊆ V \ S1 satisfying2 · f(S2) ≥ f(S2 ∪ (C \ S1)) + f(S2 ∩ (C \ S1)). Consider the matroid
M′ obtained by contractingS2 inM. Our assumption implies thatM′ also has two disjoint bases, say
B1 andB2 (which can also be computed in polynomial time). Note thatS2 ∪B1 andS2 ∪B2 are bases
in the original matroidM. The algorithm outputs solutionS which is the better of the three bases:S1,
S2 ∪B1 andS2 ∪B2. We have

6f(S) ≥ 2f(S1) + 2 (f(S2 ∪B1) + f(S2 ∪B2)) ≥ 2f(S1) + 2f(S2)

≥ f(S1 ∪ C) + f(S1 ∩ C) + f(S2 ∪ (C \ S1)) ≥ f(C).

The second inequality uses the disjointness ofB1 andB2.

A consequence of this result is the following.
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Corollary 23 Given any non-negative submodular functionf : 2V → R+ and an integer0 ≤ c ≤ |V |,
there is a(16 − ǫ)-approximation algorithm for the problemmax{f(S) : S ⊆ V, |S| = c}.

Proof: If c ≤ |V |/2 then the assumption in Theorem (22) holds for the rankc uniform matroid, and the
theorem follows. We show thatc ≤ |V |/2 can be ensured without loss of generality. Define function
g : 2V → R+ asg(T ) = f(V \ T ) for all T ⊆ V . Becausef is non-negative and submodular, so isg.
Furthermore,max{f(S) : S ⊆ V, |S| = c} = max{g(T ) : T ⊆ V, |T | = |V | − c}. Clearly one of
c and|V | − c is at most|V |/2, and we can apply Theorem 22 to the corresponding problem.
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