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Abstract

We show that context semantics can be fruitfully applied to the quantitative analysis of proof normalization in linear logic.
In particular, context semantics lets us define theweightof a proof-net as a measure of its inherent complexity: it is both an
upper bound to normalization time (modulo a polynomial overhead, independently on the reduction strategy) and a lower
bound to the number of steps to normal form (for certain reduction strategies). Weights are then exploited in proving strong
soundness theorems for various subsystems of linear logic,namely elementary linear logic, soft linear logic and lightlinear
logic.

1 Introduction

Linear logic has always been claimed to be resource-conscious: structural rules are applicable only when the involved for-
mulas are modal, i.e. in the form!A. Indeed, while (multiplicative) linear logic embeds intuitionistic logic, restricting the
rules governing the exponential operator! leads to characterizations of interesting complexity classes [2, 12, 16]. On the
other hand, completely forbidding duplication highlightsstrong relations between proofs and boolean circuits [20].These
results demonstrate the relevance of linear logic in implicit computational complexity, where the aim is obtaining machine-
independent, logic-based characterization of complexityclasses. Nevertheless, relations between copying and complexity
are not fully understood yet. Is copying the real “root” of compleixty? Can we give a complexity-theoretic interpretation of
Girard’s embeddingA → B ≡!A ⊸ B? Bounds on normalization time for different fragments of linear logic are indeed
obtained by ad-hoc techniques which cannot be easily generalized.
Context semantics [14] is a powerful framework for the analysis of proof and program dynamics. It can be considered as a
model of Girard’s geometry of interaction [10, 9] where the underlying algebra consists ofcontexts. Context semantics and
the geometry of interaction have been used to prove the correctness of optimal reduction algorithms [14] and in the design
of sequential and parallel interpreters for the lambda calculus [17, 18]. There are evidences that these semantic frameworks
are useful in capturing quantitative as well as qualitativeproperties of programs. The inherent computational difficulty of
normalizing a proof has indeed direct counterpart in its interpretation. It is well known that strongly normalizing proofs are
exactly the ones having finitely many so-called regular paths in the geometry of interaction [7]. A class of proof-nets which
are not just strongly normalizing but normalizable in elementary time can still be captured in the geometry of interaction
framework, as suggested by Baillot and Pedicini [3]. Until recently, it was not known whether this correspondence scales
down to smaller complexity classes, such as the one of polynomial time computable functions. The usual measure based
on the length of regular paths cannot be used, since there areproof-nets which can be normalized in polynomial time but
whose regular paths have exponential length (as we are goingto show in the following). Context semantics has been recently
exploited by the author in the quantitative analysis of linear lambda calculi with higher-order recursion [4]. Noticeably,
context semantics is powerful enough to induce bounds on thealgebraic potential size of terms, a parameter which itself
bounds normalization time (up to a polynomial overhead). From existing literature, it is not clear whether similar results can
be achieved for linear logic, where exponentials take the place of recursion in providing the essential expressive power.

∗The author is partially supported by PRIN project FOLLIA (2004) and ANR project NOCOST (2005).
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In this paper, we show that context semantics reveals precise quantitative information on the dynamics of second order
multiplicative and exponential linear logic. More specifically, a weightWG is assigned to every proof-netG in such a way
that:
• Both the number of steps to normal formand the size of any reduct ofG are bounded byp(WG, |G|), wherep : N2 → N

is a fixed polynomial and|G| is the size ofG.
• There is a reduction strategy whichrealizesWG, i.e. there is a proof-netH such thatG −→WG H .

In other words, we show that context semantics is somehow “fully-abstract” with respect to the operational theory equating
all proofs having the same quantitative behaviour (modulo afixed polynomial and considering all reduction strategies).
Moreover, studyingWG is easier than dealing directly with the underlying syntax.In particular, we here prove strong
soundness theorems (any proof can be reduced in a bounded amount of time, independently on the underlying reduction
strategy) for various subsystems of multiplicative linearlogic by studying how restricting exponential rules reflectto WG.
These proofs are simpler than similar ones from the literature [12, 2, 19, 16], which in many cases refer to weak rather than
strong soundness.
The weightWG of a proof-netG will be defined from the context semantics ofG following two ideas:
• The cost of a given box insideG is the number of times it can possibly be copied during normalization;
• The weight ofG is the sum of costs of boxes insideG, where boxes that are inside other boxes are possibly counted more

than once.
As a consequence,WG only takes into account the exponential portion ofG and is null wheneverG does not contain any
instance of the exponential rules.
We are going to define context semantics in a style which is very reminiscent of the one used by Danos and Regnier when
defining their interaction abstract machine (IAM, see [8]). There are, however, some additional rules that makes the underlying
machine not strictly bideterministic. As we will detail in the rest of the paper, the added transition rules are essential to capture
the quantitative behaviour of proofs under every possible reduction strategy.
The rest of this paper is organized as follows. In Section 2, we will define linear logic as a sequent calculus and as a
system of proof-nets. In Section 3, context semantics is defined and some examples of proof-nets are presented, together
with their interpretation. Section 4 is devoted to relationships between context semantics and computational complexity and
presents the two main results. Section 5 describe how context semantics can be useful in studying subsystems of linear
logic, namely elementary linear logic, soft linear logic and light linear logic. This is the full version of a recently appeared
extended-abstract [5].

2 Syntax

We here introduce multiplicative linear logic as a sequent calculus. Then, we will show how a proof-net can be associatedto
any sequent-calculus proof. The results described in the rest of this paper are formulated in terms of proof-nets.
The language offormulaeis defined by the following productions:

A ::= α | A ⊸ A | A⊗A | !A | ∀α.A

whereα ranges over a countable set ofatoms. The rules in Figure 1 define a sequent calculus for (intuitionistic) multiplicative
and exponential linear logic (with second order). We shall useMELL or MELL⊸⊗∀ as a shorthand for this system. In this
way, we are able to easily identify interesting fragments, such as the propositional fragmentMELL⊸⊗ or the implicative
fragmentMELL⊸. Observe the Girard’s translationA → B ≡!A ⊸ B enforces the following embeddings:
• Simply-typed lambda calculus intoMELL⊸.
• Intuitionistic propositional logic intoMELL⊸⊗.
• Intuitionistic second-order logic intoMELL⊸⊗∀.

Proof-nets [11] are graph-like representations for proofs. We here adopt a system of intuitionistic proof-nets; in other words,
we do not map derivations inMELL⊸⊗∀ to usual, classical, proof-nets.
Let L be the set

{R⊸, L⊸, R⊗, L⊗, R∀, L∀, R!, L!,W,X,D,N, P,C}

A proof-netis a graph-like structureG. It can be defined inductively as follows: a proof-net is either the graph in Figure 2(a)
or one of those in Figure 3 whereG,H are themselves proof-nets as in Figure 2(b). IfG is a proof-net, thenVG denotes the
set of vertices ofG, EG denotes the set of direct edges ofG, αG is a labelling functions mapping every vertex inVG to an
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A ⊢ A
A

Γ ⊢ A ∆, A ⊢ B

Γ,∆ ⊢ B
U

Γ ⊢ B
Γ, !A ⊢ B

W
Γ, !A, !A ⊢ B

Γ, !A ⊢ B
X

Γ, A ⊢ B

Γ ⊢ A ⊸ B
R⊸

Γ ⊢ A ∆, B ⊢ C

Γ,∆, A ⊸ B ⊢ C
L⊸

Γ ⊢ A ∆ ⊢ B
Γ,∆ ⊢ A⊗B

R⊗

Γ, A,B ⊢ C

Γ, A⊗B ⊢ C
L⊗

A1, . . . , An ⊢ B

!A1, . . . , !An ⊢!B
P!

A,Γ ⊢ B

!A,Γ ⊢ B
D!

!!A,Γ ⊢ B

!A,Γ ⊢ B
N!

Γ ⊢ A α 6∈ FV (Γ)

Γ ⊢ ∀α.A
R∀

Γ, A{B/α} ⊢ C

Γ, ∀α.A ⊢ C
L∀

Figure 1. A sequent calculus for MELL
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(b)

Figure 2. Base cases.

element ofL andβG maps every edge inEG to a formula. We do not need to explicitly denote axioms and cuts by vertices
in VG.
Note that each of the rules in figures 2(a) and 3 closely corresponds to a rule in the sequent calculus. Given a sequent calculus
proofπ, a proof-netGπ corresponding toπ can be built. We should always be able to distinguish edges which are incident
to a vertexv. In particular, we assume the existence of an order between them, which corresponds to the clockwise order in
the graphical representation ofv. Nodes labelled withC (respectively,P ) mark the conclusion (respectively, the premises)
of the proof-net. Notice that the rule corresponding toP! (see Figure 3) allows seeing interaction graphs as nested structures,
where nodes labelled withR! andL! delimit abox. If e ∈ EG, θG(e) denotes the vertex labelled withR! delimiting the box
containinge (if such a box exists, otherwiseθG(e) is undefined). Ifv ∈ VG, θG(v) has the same meaning. Ifv is a vertex
with αG(v) = R!, thenρG(v) denotes the edge departing fromv and going outside the box. ExpressionsσG(e) andσG(v)
are shorthand forρG(θG(e)) andρG(θG(v)), respectively.
If e = (u, v) ∈ EG, andαG(u) = R!, thene is said to be abox-edge. BG is the set of all box-edges ofG. Given a box-edge
e, PG(e) is the number of premises of the box.IG is the set of all verticesv ∈ VG with αG(v) /∈ {R!, L!}. If v ∈ VG, then
∂(v) is the so-called box-depth ofv, i.e. the number of boxes wherev is included; similarly,∂(e) is the box-depth ofe ∈ EG,
while ∂(G) is the box-depth of the whole proof-netG. The size|G| of a proof-netG is simply|VG|.
Cut elimination is performed by graph rewriting in proof-nets. There are eight different rewriting rules−→S , whereS ∈
C = {⊸,⊗, ∀, !, X,D,N,W}. We distinguish three linear rewriting rules (see figure 4) and five exponential rewriting rules
(see figure 5). IfQ ⊆ C , then−→Q is the union of−→S overS ∈ Q. The relation−→ is simply−→C . The notion of
a normal form proof-net is the usual one. Acut edgeis the edge linking two nodes interacting in a cut-elimination step. In
figures 4 and 5,e is always a cut edge. IfS ∈ C , an edge linking two nodes that interact in−→S is called anS-cut.
Given a proof-netG, the expression||G||→ denotes the natural number

max
G−→∗H

|H |.

The expression[G]→ denotes the natural number
max

G−→nH
n.

These are well-defined concepts, since the calculus is strongly normalizing.
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Figure 3. Inductive cases

R⊸

L⊸

A ⊸ B e

A B

BA

−→⊸ A B

R⊗

L⊗

A⊗B e

A B

A B

−→µ A B

G

R∀

L∀

A1 An

B

∀α.B e

B{C/α}

. . .

−→∀ G{C/α}

A1 An

B{C/α}

. . .

Figure 4. Linear graph rewriting rules.

The relation=⇒ is a restriction on−→ defined as follows:G =⇒ H iff G −→S H whereS = W only in case any cut inG
is aW -cut. This is a reduction strategy, i.e.G =⇒∗ H wheneverH is the normal form ofG. Indeed, firing aW -cut can only
introduce otherW -cuts. The expressions||G||⇒ and[G]⇒ are defined in the obvious way, similarly to||G||→ and[G]→.
Studying=⇒ is easier than studying−→. From a complexity point of view, this is not problematic, since results about=⇒
can be easily transferred to−→:

Lemma 1 (Standardization) For every proof-netG, both[G]⇒ = [G]→ and||G||⇒ = ||G||→.

Proof. WheneverG −→W H −→S J andS 6= W , there areK andn ∈ {1, 2} such thatG −→S K −→n
W J , because the

two cut-elimination steps do not overlap with each other. Asa consequence, for any sequenceM1 −→ . . . −→ Mn there is
another sequenceL1 =⇒ . . . =⇒ Lm such thatL1 = M1, Lm = Mn andm ≥ n. This proves the first claim. Now, observe
that for any1 ≤ i ≤ n there isj such that|Lj | ≥ |Mi|: at any step a proof-net,H , disappears from the sequence being
replaced by another one,K, but clearly|G| ≥ |H |. This concludes the proof. ✷
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. . .

. . .

Figure 5. Exponential graph rewriting rules.

In the following, we will prove combinatorial properties of=⇒ that, by lemma 1, can be easily transferred to−→. Consider
the following further conditions on=⇒:

1. For everyn ∈ N, a cut at leveln+ 1 is fired only when any cut at levels from1 to n is aW -cut.
2. For everyn ∈ N, a !-cut at leveln is fired only when any cut at leveln is either aW -cut or a!-cut

These two conditions induce another relation−_, which is itself a reduction strategy: note that firing a cut at leveln does
not introduce cuts at levels strictly smaller thann, while firing a !-cut at leveln only introduces cuts at leveln + 1. As a
consequence,−_ can be considered as a “level-by-level” strategy [2, 19].

3 Context Semantics

In this section, the context semantics of proof-nets is studied. The context semantics of a proof-netG allows to isolate
certain paths among those inG, calledpersistentin the literature; studying the length and numerosity of persistent paths for
a proof-netG helps inferring useful quantitative properties ofG.
The first preliminary concept is that of an exponential signature. Exponential signatures are trees whose nodes are labelled
with symbolse, r, l, p, n. They serve as contexts while constructing a path in a proof-net, similarly to whatcontext marks
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do in Gonthier, Abadi and Lévy’s framework [15]. Labelp has a special role and helps capturing the tricky combinatorial
behavior of ruleN! (see Figure 1). For similar reasons, a binary relation⊑ on exponential signatures is needed.

Definition 1 • The languageE of exponential signaturesis defined by induction from the following sets of productions:

t, u, v, w ::= e | r(t) | l(t) | p(t) | n(t, t).

• A standardexponential signature is one that does not contain the constructor p. An exponential signaturet is quasi-
standardiff for every subtreen(u, v) of t, the exponential signaturev is standard.

• The binary relation⊑ onE is defined as follows:

e ⊑ e;

r(t) ⊑ r(u) ⇔ t ⊑ u;

l(t) ⊑ l(u) ⇔ t ⊑ u;

p(t) ⊑ p(u) ⇔ t ⊑ u;

p(t) ⊑ n(u, v) ⇔ t ⊑ v;

n(t, u) ⊑ n(v, w) ⇔ t ⊑ v andu = w.

If u ⊑ t thenu is asimplificationof t.
• A stack elementis either an exponential signature or one of the following characters: a, o, s, f, x. S is the set of stack

elements.S is ranged over bys, r.
• A polarity is either+ or −. B is the set of polarities. The following notation is useful:+↓ is−, while−↓ is+. If n is a

natural numberparity(n) = + if n is even, whileparity(n) = 0 if n is odd.
• If U ∈ S

∗, then||U || denotes the number of exponential signatures inU . If s ∈ {a, o, s, f, x}, then|U |s is the number of
occurrences ofs in U .

Please observe that ift is standard andt ⊑ u, thent = u. Moreover, ift is quasi-standard andu ⊑ u, thenu is quasi-standard,
too. The structure(E ,⊑) is a partial order:

Lemma 2 The relation⊑ is reflexive, transitive and antisymmetric.

Proof. The factt ⊑ t can be proved by an induction ont. Similarly, if t ⊑ u andu ⊑ t, thent = u by induction ont.
Finally, if t ⊑ u andu ⊑ v, thent ⊑ v by induction ont. ✷

We are finally ready to define the context semantics for a proof-netG. Given a proof-netG, the set ofcontextsfor G is

CG = EG × E
∗ × S

+ × B.

Vertices ofG with labelsR⊸, L⊸, R⊗, L⊗, R∀, L∀, R!, L!, X,D,N induce rewriting rules onCG. These rules are detailed
in Table 1 and Table 2. For any such rule

(e, U, V, b) 7−→G (g,W,Z, c),

thedual rule
(g,W,Z, c↓) 7−→G (e, U, V, b↓).

holds as well. In other words, relation7−→G is the smallest binary relation onCG including every instance of rules in Table 1
and Table 2, together with every instance of their duals.
The role of the four components of a context can be intuitively explained as follows:
• The first component is an edge in the proof-netG. As a consequence, from every sequenceC1 7−→G C2 7−→G . . . 7−→G

Cn we can extract a sequencee1, e2, . . . , en of edges. Rewriting rules in tables 1 and 2 enforce this sequence to be a
path inG, i.e. ei has a vertex in common withei+1. The only exception is caused by the last rule induced by boxes
(see Table 2): in that casee andh do not share any vertex, but the two verticesv andw (which are adjacent toe andh,
respectively) are part of the same box.

• The second component is a (possibly empty) sequence of exponential signatures which keeps track of which copies of
boxes we are currently traveling into. More specifically, ife andU are the first and second components of a context, then
the∂(e) rightmost exponential signatures inU correspond to copies of the∂(e) boxes wheree is contained. Although
the definition of a context does not prescribe this correspondence (U can be empty even if∂(e) is strictly positive), it is
preserved by rewriting.
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Table 1. Rewrite Rules for Vertices R⊸, L⊸,R⊗, L⊗, R∀, L∀

R⊸

A

g

A ⊸ B

e
B

h

(e, U, V,−) 7−→G (h, U, V · a,+)

(g, U, V,+) 7−→G (h, U, V · o,+)

L⊸

e g

B

A ⊸ B A

h

(e, U, V · a,+) 7−→G (g, U, V,−)

(e, U, V · o,+) 7−→G (h, U, V,+)

R⊗

A g

A⊗B

e B

h

(e, U, V,+) 7−→G (h, U, V · f,+)

(g, U, V,+) 7−→G (h, U, V · x,+)

L⊗

e g

A⊗B

A B

h

(h, U, V · f,+) 7−→G (e, U, V,+)

(h, U, V · x,+) 7−→G (g, U, V,+)

R∀

e

g

A

∀α.A

(e, U, V,+) 7−→G (g, U, V · s,+)

L∀

e

g

∀α.A

A{B/α}

(e, U, V · s,+) 7−→G (g, U, V,+)

• The third component is a nonempty sequence of stack elements. It keeps track of the history of previously visited edges.
In this way, the fundamental property calledpath-persistenceis enforced: any path induced by the context semantics is
preserved by normalization [15]. This property is fundamental for proving the correctness of optimal reduction algo-
rithms [14], but it is not directly exploited in this paper. Notice that exponential signatures can float from the second
component to the third component and vice versa (see the rules induced by verticesR! andL!).

• The only purpose of the last component is forcing rewriting to be (almost) deterministic: for everyC there is at most one
contextD such thatC 7−→G D, except whenC = (e, U, t,−) ande ∈ BG. In fact,C 7−→G (gi, U, t,−) for everyi,
whereg1, . . . , gn are the premises of the box whose conclusion ise.

The way we have defined context semantics, namely by a set of contexts endowed with a rewrite relation, is fairly standard [14,
15]. In particular, our definition owes much to Danos and Regnier’s Interaction Abstract Machine (IAM, see [8]). Both our
machinery and theIAM are reversible, but whileIAM can be considered as a bideterministic automaton, our context semantics
cannot, due to the last rule induced by boxes. Noticeably, a fragment ofMELL called light linear logic does enforce strong
determinacy, as we will detail in Section 5. A property that holds forIAM as well as for our context semantics is reversibility:
If (e, U, V, b) 7−→G (g,W,Z, c), then(g,W,Z, c↓) 7−→G (e, U, V, b↓).
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Table 2. Rewrite Rules for Vertices X , D, N , L! and R!.

X

!A !A

h

e g

!A

(h, U, V · l(t),+) 7−→G (e, U, V · t,+)

(h, U, V · r(t),+) 7−→G (g, U, V · t,+)

D

e

A

!A

g

(e, U, V · e,+) 7−→G (g, U, V,+)

N

e

!!A

!A

g

(e, U, V · n(t, u),+) 7−→G (g, U, V · t · u,+)

(e, U, p(t),+) 7−→G (g, U, t,+)

L! R!

e

g

!A

A

h

l

!B

B

v w
(e, U, V · t,+) 7−→G (g, U · t, V,+)

(l, U · t, V,+) 7−→G (h, U, V · t,+)

(e, U, t,+) 7−→G (h, U, t,+)

Although context semantics can be defined on sharing graphs as well, proof-nets have been considered here. Indeed, shar-
ing graphs are more problematic from a complexity viewpoint, since a computationally expensive read-back procedure is
necessary in order to retrieve the proof (or term) corresponding to a sharing graph in normal form (see [1]).
Observe that the semantic framework we have just introducedis not a model of geometry of interaction as described by
Girard [10]. In particular, jumps between distinct conclusions of a box are not permitted in geometry of interaction, which is
completely local in this sense. Moreover, algebraic equations induced by ruleN are here slightly different. As we are going
to see, this mismatch is somehow necessary in order to capture the combinatorial behavior of proofs independently on the
underlying reduction strategy.

3.1 Motivating Examples

We now define some proof-nets together with observations about how context-semantics reflects the complexity of normal-
ization.
The first example (due to Danos and Regnier) is somehow discouraging: a family of proof-nets which normalize in poly-
nomial time having paths of exponential lengths. For every positive natural numbern and for every formulaA, a proof-net
Gn(A) can be defined. We go by induction onn:
• The proof-netG1(A) is the following:

R⊸

C

A
e1

H1(A)

A ⊸ A g1

Notice we have implicitly defined a sub-graphH1(A) of G1(A).
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• If n > 1, thenGn(A) is the following proof-net:

Hn−1(A ⊸ A)

R⊸

L⊸

C

(A ⊸ A) ⊸ (A ⊸ A)

en

A ⊸ A

hn

A

jn

Hn(A)

A ⊸ A gn

Notice we have implicitly defined a sub-graphHn(A) of Gn(A).
Although the size ofGn(A) is 2n and, most important,Gn(A) normalizes inn− 1 steps toG1(A), we can easily prove the
following, surprising, fact: for everyn, for everyA and for everyV ∈ S ∗,

(gn, ε, V · a,−) 7−→
f(n)
Gn(A) (gn, ε, V · o,+)

(gn, ε, V · o,−) 7−→
f(n)
Gn(A) (gn, ε, V · a,+)

wheref(n) = O(2n). Indeed, letf(n) = 8 · 2n−1 − 6 for everyn ≥ 1 and proceed by an easy induction onn:
• If n = 1, then

(g1, ε, V · a,−) 7−→G1(A) (e1, ε, V,+) 7−→G1(A) (g1, ε, V · o,+)

(g1, ε, V · o,−) 7−→G1(A) (e1, ε, V,−) 7−→G1(A) (g1, ε, V · a,+)

andf(1) = 8 · 20 − 6 = 2.
• If n > 1, then

(gn, ε, V · a,−) 7−→Gn(A) (en, ε, V · a · o,−) 7−→
f(n−1)
Gn(A) (en, ε, V · a · a,+)

7−→Gn(A) (hn, ε, V · a,−) 7−→Gn(A) (jn, ε, V,+) 7−→Gn(A) (hn, ε, V · o,+)

7−→Gn(A) (en, ε, V · o · a,−) 7−→
f(n−1)
Gn(A) (en, ε, V · o · o,+)

7−→Gn(A) (gn, ε, V · o,+)

(gn, ε, V · o,−) 7−→Gn(A) (en, ε, V · o · o,−) 7−→
f(n−1)
Gn(A) (en, ε, V · o · a,+)

7−→Gn(A) (hn, ε, V · o,−) 7−→Gn(A) (jn, ε, V,−) 7−→Gn(A) (hn, ε, V · a,+)

7−→Gn(A) (en, ε, V · a · a,−) 7−→
f(n−1)
Gn(A) (en, ε, V · a · o,+)

7−→Gn(A) (gn, ε, V · o,+)

andf(n) = 8 · 2n−1 − 6 = 2 · (8 · 2n−2 − 6) + 6 = 2 · f(n− 1) + 6.
In other words, proof-nets in the family{Gn(A)}n∈N normalize in polynomial time but have exponentially long paths. The
weightsWGn(A), as we are going to see, will be null. This is accomplished by focusing on paths starting from boxes, this in
contrast to the execution formula [10], which takes into account conclusion-to-conclusion paths only.
The second example is a proof-netG:

P

D L⊸P

X

D L⊸L!

R⊸R!

L⊸

C

α ⊸ α ⊸ α

α!α
g

!α

h

α ⊸ α!α

α

αα

!α

!α ⊸ α
!α

e

α

9



ObserveG −→∗ H whereH is the following cut-free proof:

P

P

D L⊸

X

D L⊸

C

α ⊸ α ⊸ α

!α
α!α

g

!α
h

α ⊸ α

α

α

The proof-netG corresponds to a type derivation for the lambda-term(λx.yxx)z, whileH corresponds to a type derivation
for yzz. There are finitely many paths inCG, all of them having finite length. But the context semantics of G reflects the fact
thatG is strongly normalizing in another way, too: there are finitely many exponential signaturest such that(e, ε, t,+) 7−→∗

G

(k, U, e,+), wherek ∈ EG andU ∈ E +. We can concentrate one since it is the only box-edge onG. In particular:

(e, ε, e,+) 7−→∗
G (e, ε, e,+)

(e, ε, r(e),+) 7−→∗
G (h, ε, e,+)

(e, ε, l(e),+) 7−→∗
G (g, ε, e,+)

Intuitively, the exponential signaturee corresponds to the initial status of the single box inG, while l(e) andr(e) correspond
to the two copies of the same box appearing after some normalization steps. In the following section, we will formally
investigate this new way of exploiting the context semantics as a method of studying the quantitative behavior of proofs.
Let us now present one last example. Consider the proof-netJ :

K R! L! W M R! X R⊗ C
!A !!A !A B !B

!B

!B

!B⊗!B
v

The leftmost box (i.e. the box containingK) can interact with the vertexv and, as a consequence, can be copied:

K R! L! W M R!

K R! L! W M R!

R⊗ C

!A !!A !A B
!B

!A !!A !A B !B

!B⊗!B

However, there is not any persistent path (in the sense of [15]) between the box andv. The reason is simple: there is not any
pathbetween them. This mismatch shows why an extended notion of path encompassing jumps between box premises and
conclusions is necessary in order to capture the quantitative behavior of proofs (at least ifeveryreduction strategy is taken
into account).

4 Context Semantics and Time Complexity

We are now in a position to define the weightWG of a proof-netG. As already mentioned,WG takes into account the number
of times each box inG is copied during normalization. SupposeG contains a sub-net matching the left-hand side of the rule
−→X . Then, there is a box-edgee in G such that the corresponding box will be duplicated at least once. In the context
semantics, for everyt ∈ {e, l(e), r(e)} there areg ∈ EG andV ∈ E ∗ such that

(e, U, t,+) 7−→∗
G (g, V, e, b). (1)

As a consequence, we would be tempted to define the “weight” ofanybox-edgee as the number of “maximal” exponential
signatures satisfying (1). What we need, in order to capture“maximality” is a notion of final contexts.

Definition 2 (Final Stacks, Final Contexts) LetG be a proof-net. Then:
• First of all, we need to define what afinal stackU ∈ S + is. We distinguishpositiveandnegativefinal stacks and define

them mutually recursively:

10



• A positive final stack is eithere or V · a (whereV is a negative final stack) orV · s (wheres ∈ {o, f, x, s} andV is a
positive final stack) orV · e (whereV is a positive final stack).

• A negative final stack is eitherV · a (whereV is a positive final stack) orV · s (wheres ∈ {o, f, x, s} andV is a
negative final stack) orV · t (whereV is a negative final stack andt is an exponential signature).

• A contextC ∈ CG is final iff one of the following four cases hold:
• If C = ((u, v), U, V,+), αG(v) = W andV is a positive final stack;
• If C = ((u, v), U, V,+), αG(v) = C andV is a positive final stack;
• If C = ((u, v), U, e,+) andαG(v) = D;
• If C = ((u, v), U, V,−), αG(v) = P andV is a negative final stack;

Although the definition of a final stack is not trivial, the underlying idea is very simple: if we reach a final contextC from
(e, U, t,+), then the exponential signaturet must have been completely “consumed” along the path. Moreover, if C is final,
then there are not any contextD such thatC 7−→G D. For example, the stacke · a · n(e, e) is negative final, whilee · a · f · a
is positive final.
Now, consider exponential signaturest such that

(e, U, t,+) 7−→∗
G C (2)

whereC is final. Apparently, (2) could take the place of (1) in defining what the weight of any box-edge should be. However,
this does not work due to rewriting rule−→N which, differently from−→X , duplicates aboxwithout duplicating itscontent.
The binary relation⊑ will help us to manage this mismatch.

Definition 3 (Copies, Canonicity, Cardinalities) LetG be a proof-net. Then:
• A copy fore ∈ BG onU ∈ E ∗ (underG) is a standard exponential signaturet such that for everyu ⊑ t there is a final

contextC such that(e, U, u,+) 7−→∗
G C.

• A sequenceU ∈ E ∗ is said to becanonicalfor e ∈ EG iff one of the following conditions holds:
• θG(e) is undefined andU is the empty sequence;
• θG(e) = v, V is canonical forρG(v), t is a copy forρG(v) underV , andU = V · t.

LG(e) is the class of canonical sequences fore. If v ∈ VG, thenLG(v) is defined similarly.
• ThecardinalityRG(e, U) of e ∈ BG underU ∈ E ∗ is the number of different simplifications of copies ofe underU . G

hasstrictly positive weightsiff RG(e, U) ≥ 1 wheneverU is canonical fore.
• A context(e, U, t,+) is said to becyclic for G iff (e, U, t,+) 7−→+

G (e, U, v,+).

Observe that|U | = ∂(e) wheneverU is a canonical sequence fore.
Consider a proof-netG, an edgee ∈ BG such that∂(e) = 0 and letH be the box whose conclusion ise. Observe that the
only canonical sequence fore is ε. Each copy ofe underε corresponds to a potential copy of thecontentof H . Indeed, if
g ∈ BG, ∂(g) = 1, andρG(g) = e, canonical sequences forg are precisely the copies ofe underε. The cardinalityRG(e, ε)
will be the number of potential copies ofH itself, which is not necessarily equal to the number of copies ofe underε: firing
aN -cut causes a box to be copied, without its content (see Figure 5).
For every proof-netG, WG is defined as follows:

WG =
∑

e∈BG

∑

U∈LG(e)

(RG(e, U)− 1).

The quantityWG is the weight of the proof-netG. As we will show later,WG cannot increase during cut-elimination.
However, it is not guaranteed to decrease at any cut-elimination step and, moreover, it is not necessarily a bound to the size
|G| of G. As a consequence, we need to define another quantity, calledTG:

TG =
∑

v∈IG

|LG(v)| +
∑

e∈BG

PG(e)
∑

U∈LG(e)

(2RG(e, U)− 1).

As we will show in the following,TG is polynomially related toWG. Since any box-edgee ∈ BG is charged forPG(e) in
TG, TG is clearly greater or equal to|G|. Please notice thatWG andTG can in principle be infinite.
We now analyze howWG andTG evolve during normalization. This will be carried out by carefully studying to which extent
paths induced by contexts semantics are preserved during the process of cut-elimination. This task becomes easier oncethe
notion of canonicity is extended to contexts:
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Definition 4 (Cononical Contexts) A context(e, U, V, parity(|V |a)) ∈ CG is said to becanonicaliff U is canonical fore
and wheneverV = W · t · Z the following two conditions hold:

1. EitherW = ε andt is quasi-standard orW 6= ε andt is standard.
2. For everyu ⊑ t, it holds that(e, U, u · Z, parity(|Z|a)) 7−→

∗
G C, whereC ∈ CG is a final context.

We denote withAG ⊆ CG the set of canonical contexts.

Observe, in particular, that in any canonical context(e, U, V, b) ∈ AG, U must be canonical fore. More importantly, please
notice that ift is a copy fore onU andU is canonical fore, then(e, U, t,+) as well as any context(e, U, u,+) (whereu ⊑ t)
are canonical. Canonicity of contexts is preserved by the relation 7−→G:

Lemma 3 If C ∈ AG andC 7−→G D, thenD ∈ AG.

Proof. A straightforward case-analysis suffices. We here considersome cases:
• Let (e, U, V · t,+) 7−→G (g, U · t, V,+) and suppose(e, U, V · t,+) is canonical. Clearly,V must be different from
ε and, as a consequence,t is standard. Moreover,(e, U, u,+) 7−→∗

G C wheneveru ⊑ t. This impliesU · t is a
canonical sequence forg. Now, supposeV = W · u · Z. Clearly,u is quasi-standard ifW = ε and standard ifW 6= ε,
because(e, U, V · t,+) is canonical. Moreover for everyv ⊑ u, either(g, U · t, v · Z, c) 7−→G (e, U, v · Z · t, c) or
(e, U, v · Z · t, c) 7−→G (g, U · t, v · Z, c). This implies(g, U · t, v · Z, c) 7−→∗

G C, whereC is final.
• Let (e, U, V,−) 7−→G (g, U, V · a,+) and suppose(e, U, V,−) is canonical. Clearly,θG(e) = θG(g) and, as a con-

sequence,U is canonical forg. Now, supposeV = W · t · Z. Clearly,t is quasi-standard ifW = ε and standard if
W 6= ε, because(e, U, V,−) is canonical. Moreover for everyu ⊑ t, either(g, U, u · Z · a, c) 7−→G (e, U, u · Z, c ↓) or
(e, U, v · Z, c) 7−→G (g, U, u · Z · a, c ↓). This implies(g, U, u · Z · a, c) 7−→∗

G C, whereC is final.
• Let (e, U, V · n(t, u),+) 7−→G (g, U, V · t · u,+) and suppose(e, U, n(t, u),+) is canonical. Clearly,θG(e) = θG(g)

and, as a consequence,U is canonical forg. First of all,u must be standard. Letv ⊑ u. Thenp(v) ⊑ n(t, u) and, as a
consequence,(e, U, p(v),+) 7−→G (g, U, v,+) 7−→∗

G C whereC is final. n(t, u) is standard ifV 6= ε and quasi-standard
if V = ε. As a consequence,t is standard ifV 6= ε and quasi-standard ifV = ε. Let v ⊑ t. Thenn(v, u) ⊑ n(t, u)
and, as a consequence,(e, U, n(v, u),+) 7−→G (g, U, v · u,+) 7−→∗

G C whereC is final. Now, supposeV = W · v · Z.
Clearly,v is quasi-standard ifW = ε and standard ifW 6= ε, because(e, U, V · n(t, u),−) is canonical. Moreover for
everyw ⊑ v, either(g, U, w ·Z · t ·u, c) 7−→G (e, U, w ·Z ·n(t, u), c) or (e, U, w ·Z ·n(t, u), c) 7−→G (g, U, w ·Z · t ·u, c).
This implies(g, U, w · Z · t · u, c) 7−→∗

G C, whereC is final.
This concludes the proof. ✷

As a consequence of Lemma 3, when analyzing howWG andTG evolve during cut-elimination we can only assume that all
involved contexts are canonical. This will make the proofs simpler. A sequence of canonical contextsC1 7−→G C2 7−→G

. . . 7−→G Cn is called acanonical path.
We now analyze proof-nets only containingW -cuts at levels from0 to n and!-cuts at leveln. Observe that, by definition,G
must be in this form wheneverG−_H .

Lemma 4 LetG be a proof-net, letn ∈ N and lete ∈ BG such that∂(e) ≤ n. Suppose any cut at levels0 to n− 1 in G is a
W -cut and any cut at leveln in G is either aW -cut or a !-cut. Then the only canonical context fore is

Ue = e · . . . · e
︸ ︷︷ ︸

∂(e) times

and the only copy ofe onUe is e.

Proof. We prove the lemma by induction onn ∈ N. Let us first consider the casen = 0. We can proceed by an induction on
the structure of a proofπ such thatG = Gπ, here. The only interesting inductive case is the one for therule corresponding
toU . By hypothesis, it must be either aW -cut or a!-cut. The casen > 0 can be treated in the same way. This concludes the
proof. ✷

As a consequence, any proof-netG satisfying the conditions of Lemma 4 has strictly positive weights, althoughWG = 0.
We can go even further, proving thatAG does not contain any cycle wheneverG only containsW -cuts:

Lemma 5 LetG be a proof-net containingW -cuts only. ThenAG does not contain any cycle.
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Proof. We can prove the following, stronger statement by a straightforward induction onG: if (e, U, V, b) 7→+
G (e,W,Z, c)

thenb 6= c. ✷

If G =⇒S H , the property of having strictly positive weights and not containing canonical cycles propagates fromH to G.
Moreover, it is possible to precisely evaluated the difference betweenWG andWH , depending onS. Independently onS,
TG is going to be strictly higher thatTH . Formally:

Lemma 6 Suppose thatG =⇒S H , H has strictly positive weights andAH does not contain any cicle. Then:
• G has strictly positive weights;
• AG does not contain any cycle;
• TG > TH ;
• If S ∈ {⊸,⊗, ∀, D,W}, thenWG = WH ;
• If S =!, thenWG = WH +

∑

U∈LG(e) RG(e, U), wheree is the box edge involved in the cut-elimination step;
• If S ∈ {X,N}, thenWG = WH + |LG(e)|, wheree is the box edge involved in the cut-elimination step.

Proof. We can distinguish some cases:
• Let nowG =⇒⊸ H . Then we are in the following situation:

R⊸
v

L⊸
u

A ⊸ B

A B

BA

−→D A B

Observe thatBG = BH andIG = IH ∪{u, v}. Intuitively, any canonical path inG can be mimicked by a canonical path
in H and viceversa. We can make this claim more precise: for everye ∈ BG = BH , LG(e) = LH(e) and, moreover, for
everyU ∈ LG(e) = LH(e) and for everyt ∈ E , t is a copy fore onU underG iff t is a copy fore onU underH . We
can proceed by induction on∂(e):
• If ∂(e)=0, then by definitionLG(e) = LH(e) = {ε}. Moreover, for every exponential signatureu and every final

contextC (for G or forH), we have(e, ε, u,+) 7−→∗
G C iff (e, ε, u,+) 7−→∗

H C. This implies the thesis.
• If ∂(e) > 0, thenρG(e) = ρH(e) and∂(ρG(e)) = ∂(ρH(e)) < ∂(e). By the inductive hypothesis,LG(ρG(e)) =
LH(ρH(e)). This impliesLG(e) = LH(e), because elements ofLG(e) are defined by extendingU ∈ LG(ρG(e))
with a copy forρG(e) on U (and the same definition applies toH). Moreover, for every exponential signature
u, everyU ∈ LG(e) = LH(e) and every final contextC (for G or for H), we have(e, U, u,+) 7−→∗

G C iff
(e, U, u,+) 7−→∗

H C. This implies the thesis.
As a consequence,RG(e, U) = RH(e, U). whenevere is a box edge and wheneverU is canonical fore. This implies
WG = WH . MoreoverLG(w) = LH(w) wheneverw ∈ VG. But since|LG(v)|, |LG(u)| ≥ 1, we haveTG > TH . If H
is strictly positive thenH is strictly positive, too. Finally, ifAG contains a cycle forG, then this same cycle is a cycle in
AH for H .

• Let G =⇒∀ H . Then we are in the following situation:

J

R∀

L∀

A1 An

B

∀α.B

B{C/α}

. . .

−→∀ J{C/α}

A1 An

B{C/α}

. . .

The argument used in the previous case applies here, too. Notice thatJ{C/α} is structurally identical toJ (they only
differs in the labelling functionsβJ andβJ{C/α}). We can conclude thatWG = WH , TG > TH , G is strictly positive
wheneverH is and ifAG contains a cycle, thenAH contains a cycle, too.

• Let G =⇒! H . Then we are in the following situation:
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J

K

L ! L !

R!

v

A1 An

!A1 !An

B

. . .

. . .

L ! L ! L !

w
L ! L !

R!

!B g

C1
Ci−1 B Ci+1 Cm

D

!D

!C1 !Ci−1 !Ci+1 !Cm

. . . . . .

. . . . . .

−→!

J

K

L! L! L! L! L! L!

R!

A1 An

!C1 !Ci−1 !A1 !An !Ci+1 !Cm

B h

D

!D

C1

Ci−1 Ci+1

Cm

. . . . . . . . .

. . . . . . . . .

Observe thatIG = IH andBG = BH ∪ {g}. By the same induction methodology we used in the first case wecan prove
the following: for everye ∈ BH , LG(e) = LH(e) and, moreover, for everye ∈ BH , for everyU ∈ LH(e) = LG(e)
and for everyt ∈ E , t is a copy fore onU underG iff t is a copy fore onU underH . Observe that here proving the
preservation of paths become a bit more delicate and, in particular, Lemma 3 is crucial. For example, suppose we want
to mimick a canonical path inH going fromK to J throughh by a path inG going throughg. This can be done only
if any contextC = (r, U, V, c) is such thatU 6= ε. But since we know thatC ∈ AH , we can conclude that, indeed,U
is canonical forh, and is nonempty. This implies thatRG(h, U) is always equal toRH(h, U) except whenh = e. As a
consequence,TG > TH andWG = WH +

∑

U∈LG(g) R(g, U). Notice that
∑

U∈LG(g) R(g, U) = 1 wheneverG−_H .
If AG contains a cycle, thenAH contains a cycle, too.

• Let G =⇒D H . Then we are in the following situation:

J

L! L!

R!

A1 An

!A1 !An

B

. . .

. . .

D

!B g

B

−→D

J

Dw1 D wn

A1 An

!A1 !An

B

. . .

. . .

Observe thatIG ⊇ IH −{w1, . . . , wn} andBG = BH ∪ {g}. Furthermore, notice thatRG(g, U) = 1 for everyU , since
the only copy ofg on anyU is e. We can prove the following for everye ∈ BH :
• If e ∈ BJ , then

LG(e) = {U · e · V | U · V ∈ LH(e) and|U | = ∂(e)}

and, moreover, for everyU · e · V ∈ LG(e) (where|U | = ∂(e)) and for everyt ∈ E , t is a copy fore onU · e · V
underG iff t is a copy fore onU · V underH .

• If e /∈ BJ , thenLG(e) = LH(e) and, moreover, for everyU ∈ LG(e) and for everyt ∈ E , t is a copy fore onU
underG iff t is a copy fore onU underH .

As usual, we can proceed by induction. As a consequence,WG = WH . Notice thatn = PG(g) − 1. This implies
TG > TG, since|LG(wi)| = |LG(g)|. If AG contains a cycle, a cycle can be found inAH as well.

• Let G =⇒W H . ThenG andH only containW -cuts. By lemma 4,G andH satisfy claim 1. By lemma 5,G andH
satisfy claim 2. Moreover,WG = WH = 0. We are in the following situation:

J

L! L!

C!

A1 An

!A1 !An

B

. . .

. . .

W

!B

−→W
W W

!A1 !An

. . .

. . .
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But

TG =
∑

v∈IG

|LG(v)|+
∑

e∈BG

PG(e)
∑

U∈LG(e)

(2RG(e, U)− 1)

=
∑

v∈IG

1 +
∑

e∈BG

PG(e) · 1

= |IG|+
∑

e∈BG

PG(e)

≥ |IH | − n+
∑

e∈BH

PH(e) + PG(g)

= |IH | − n+
∑

e∈BH

PH(e) + n+ 1

> |IH |+
∑

e∈BH

PH(e)

=
∑

v∈IH

|LH(v)|+
∑

e∈BH

PH(e)
∑

U∈LH(e)

(2RH(e, U)− 1)

= TH

• SupposeG =⇒X H . Then we are in the following situation:

J

L! L!

C!

A1 An

!A1 !An

B

. . .

. . .

. . .

X

!B g

!B!B

−→D

Jl

P ! P !

C!

A1 An

B

. . .

!Bh

Jr

L! L!

R!

A1 An

B

. . .

!B j

Xu1 X un

!A1 !An

!A1

!A1

!An

!An

. . .

. . .

For every edgee ∈ VJ , there are two edgesel andej in VH , the first one corresponding to the copy ofe in Jl and the
second one corresponding to the copy ofe in Jr. We can prove the following for everye ∈ BG:
• If e ∈ BJ , then

LG(e) = {U · l(t) · V | U · t · V ∈ LH(el) and|U | = ∂(e)} ∪ {U · r(t) · V | U · t · V ∈ LH(er) and|U | = ∂(e)}.

Moreover, for everyU · l(u) · V ∈ LG(e) (where|U | = ∂(e)) and for everyt ∈ E , t is a copy fore onU · l(u) · V
underG iff t is a copy forel onU · u · V underH . Furthermore, for everyU · r(u) · V ∈ LG(e) (where|U | = ∂(e))
and for everyt ∈ E , t is a copy fore onU · r(u) · V underG iff t is a copy forer onU · u · V underH .

• If e /∈ BJ ande 6= g, thenLG(e) = LH(e) and, moreover, for everyU ∈ LG(e) and for everyt ∈ E , t is a copy for
e onU underG iff t is a copy fore onU underH .

• LG(g) = LH(h) = LH(j) and for everyU ∈ LG(g) and for everyt ∈ E , t is a copy fore onU underG iff t = l(u)
andu is a copy forr onU underH or t = r(u) andu is a copy forq onU underH .

As usual, we can proceed by induction on∂(e) and Lemma 3 is crucial. It follows thatRG(g, U) = RH(h, U)+RH(j, U)
andWG = WH + |LG(g)|. Moreover, notice that for every vertexw ∈ IJ , there are two verticesz ∈ IJl

ands ∈ IJr

such that|LG(w)| = |LH(z)| + |LH(s)|. Sincen = PG(g) − 1, we can concludeTG > TH . If AG contains a cycle, a
cycle can be found inAH , too.

• SupposeG −→N H . Then we are in the following situation:
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J

L! L!

R!

A1 An

!A1 e1 !Anen

B

. . .

. . .

N

!B g

!!B h

−→N

J

N N

L! L!

L! L!

R!

R!

A1 An

!A1 k1 !Ankn

!!A1 j1 !!Anjn

!A1 l1 !Anln

B

. . .

. . .

. . .

. . .

!B p

!!B r

We can prove the following for everye ∈ BG:
• If e ∈ BJ , then

LG(e) = {U · n(u, v) · V | U · v · u · V ∈ LH(e) and|U | = ∂(e)}.

Moreover, for everyU ·n(u, v) ·V ∈ LG(e) (where|U | = ∂(e)) and for everyt ∈ E , t is a copy fore onU ·n(u, v) ·V
underG iff t is a copy forel onU · v · u · V underH .

• If e /∈ BJ ande 6= g, thenLG(e) = LH(e) and, moreover, for everyU ∈ LG(e) and for everyt ∈ E , t is a copy for
e onU underG iff t is a copy fore onU underH .

• LG(g) = LH(j) and for everyU ∈ LG(g) and for everyt ∈ E , t is a copy fore onU underG iff t = n(u, v), v is a
copy forj onU underH andu is a copy forh onv · U underH .

As usual, we can proceed by induction on∂(e) and Lemma 3 is crucial. But notice that a simplification oft is either
n(w, v), wherew is a simplification ofu or p(z) wherez is a simplification ofv. It follows that

RG(g, U) = RH(j, U) +
∑

t·U∈LH(j)

RH(h, t · U),

and, as a consequence,WG = WH + |LG(g)|. Moreover, notice that for every vertexw in J , it holds that|LG(w)| =
|LH(w)|. Sincen = PG(g)− 1, we can concludeTH ≤ TG + |LG(g)|(PG(g)− 1).

This concludes the proof. ✷

Lemma 6 gives us enough information to establish strong correspondences betweenTG, WG and the number of steps neces-
sary to rewriteG to normal form:

Proposition 1 (Positive Weights, Absense of Cycles and Monotonicity) LetG be a proof-net. Then
1. G has strictly positive weights;
2. AG does not contain any cycle;
3. WG ≥ WH andTG > TH wheneverG =⇒ H ;
4. WG ≤ WH + 1 wheneverG−_H ,

Proof. We prove claims 1 to 3 by induction on[G]=⇒ and claim 4 by induction on[G]−_. First of all, consider a proof-
netG such that[G]=⇒ = 0. Clearly,G must be cut-free. By lemma 4,G satisfies claim 1. By lemma 5,G satisfies
claim 2. Moreover, there cannot be anyH such thatG =⇒ H . Now, suppose[G]=⇒ ≥ 1 and supposeG =⇒ H . Clearly
[H ]=⇒ < [G]=⇒ and, as a consequence, we can assumeH satisfies conditions 1 and 2. We can proveG satisfies conditions 1
to 3 by lemma 6.
Now, consider a proof-netG such that[G]−_ = 0. Clearly,G must be cut-free. As a consequence, there cannot be any
H such thatG−_H and condition 4 is satisfied. Now, suppose[G]−_ ≥ 1 and letG−_S H . Clearly, we can assumeG
satisfies conditions 1 to 4. From lemma 6, we know thatWG = WH if S ∈ {⊸,⊗, ∀, D,W}. SupposeS ∈ {!, X,N}
and lete ∈ BG be the cut-edge involved in the cut-elimination step. From lemma 4, we know thatLG(e) = {Ue} and
RG(e, Ue) = 1. By lemma 6, this implies the thesis. ✷

The following is a technical lemm that will be essential in provingTG to b polynomially related toWG:

Lemma 7 LetG be a proof-net and lete ∈ BG. Then,
∑

U∈LG(e) RG(e, U) ≤ WG + 1.
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Proof. Let DG(e) ⊆ BG be defined as follows:

DG(e) =

{
{e} ∪DG(σG(e)) if σG(e) is defined
{e} otherwise

We will prove the following statement

∑

U∈LG(e)

RG(e, U) ≤




∑

g∈DG(e)

∑

U∈LG(g)

(RG(g, U)− 1)



+ 1.

We go by induction on∂(e). If ∂(e) = 0, thenLG(e) = {ε} andDG(e) = {e}. Then

∑

U∈LG(e)

RG(e, U) = RG(e, ε) = RG(e, ε)− 1 + 1 =




∑

g∈DG(e)

∑

U∈LG(g)

(RG(g, U)− 1)



+ 1.

If ∂(e) > 0, thenσG(e) is defined and, moreover,

∑

U∈LG(e)

RG(e, U) =




∑

U∈LG(e)

(RG(e, U)− 1)



+ |LG(e)|

≤




∑

U∈LG(e)

(RG(e, U)− 1)



+
∑

U∈LG(σG(e))

RG(e, U)

≤




∑

U∈LG(e)

(RG(e, U)− 1)



+




∑

g∈DG(σG(e))

∑

U∈LG(g)

(RG(g, U)− 1)



+ 1

=
∑

g∈DG(e)

∑

U∈LG(g)

(RG(g, U)− 1) + 1.

Now observe that for everye ∈ BG, DG(e) ⊆ BG and, as a consequence,



∑

g∈DG(e)

∑

U∈LG(g)

(RG(g, U)− 1)



+ 1 ≤ WG + 1.

This concludes the proof. ✷

As a consequence of Proposition 1,TG bounds the number of cut-elimination steps necessary to rewrite G to its normal
form. As it can be easily shown,TG is also an upper bound on|G|. The following result can then be obtained by proving
appropriate inequalities betweenWG, |G| andTG:

Theorem 1 There is a polynomialp : N2 → N such that for every proof-netG, [G]−→, ||G||−→ ≤ p(WG, |G|).

Proof. By Proposition 1, we can conclude thatTG > TH wheneverG =⇒ H . Moreover, by lemma 7,

TG =
∑

e∈BG

PG(e)
∑

U∈LG(e)

(2RG(e, U)− 1) +
∑

v∈IG

|LG(v)|

≤
∑

e∈BG

2|G|
∑

U∈LG(e)

RG(e, U) +
∑

v∈IG

(WG + 1)

≤
∑

e∈BG

2|G|(WG + 1) + |G|(WG + 1)

≤ 2|G|2(WG + 1) + |G|(WG + 1)

= (2|G|2 + |G|)(WG + 1)
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Finally:
TG ≥

∑

e∈BG

PG(e) + |IG| = |VG| = |G|

SinceTG ≥ 0 for everyG, it is clear that[G]=⇒, ||G||=⇒ ≤ p(WG, |G|), wherep(x, y) = (2y2 + y)(x+1). This concludes
the proof, since, by lemma 1,[G]−→ = [G]=⇒ and||G||−→ = ||G||=⇒. ✷

The weightWG can only decrease during cut-elimination. Moreover, it decreases by at most one at any normalization step
when performing the level-by-level strategy. As a consequence, the following theorem holds:

Theorem 2 LetG be a proof-net. There isH with G−_
WG H .

Proof. By Proposition 1,WG decreases by at most one at any normalization step when performing the “level-by-level”
strategy−_. Observe thatWG = 0 wheneverG is cut-free. This concludes the proof. ✷

Theorems 1 and 2 highlights the existence of strong relations between context semantics and computational complexity.The
two results can together be seen as a strengthening of the well-known correspondence between strongly normalizing netsand
finiteness of regular paths (see [7]). This has very interesting consequences: for example, a familyG of proof-nets can be
normalized in polynomial (respectively, elementary) timeiff there is a polynomial (respectively, an elementary function) p
such thatWG ≤ p(|G|) for everyG ∈ G . This will greatly help in the following section, where we sketch new proofs of
soundness for various subsystems of linear logic.
Now, supposet is a copy ofe ∈ BG underU ∈ E ∗. By definition, there is a finite (possibly empty) sequenceC1, . . . , Cn

such that
(e, U, t,+) 7−→G C1 7−→G C2 7−→G . . . 7−→G Cn

andCn is final. But what else can be said about this sequence? LetCi = (gi, Vi,Wi, bi) for everyi. By induction oni, the
leftmost component ofWi must be an exponential signature, i.e.Wi = ui · Zi for everyi. Moreover, everyui must be a
subtree oft (another easy induction oni). This observation can in fact be slightly generalized intothe following result:

Proposition 2 (Subtree Property) Supposet is a standard exponential signature. For every subtreeu of t, there isv ⊑ t
such that, wheneverG is a proof-net,U ∈ E ∗ is canonical fore ∈ BG and t is a copy ofe on U , there areg ∈ EG and
V ∈ E ∗ with (e, U, v,+) 7−→∗

G (g, V, u,+).

Proof. We prove the following, stronger statement: for every exponential signaturet and for every subtreeu of t, there is
v ⊑ t such that whenever(e, U, t,+) ∈ AG, there areg ∈ EG andW ∈ E ∗ with (e, U, v,+) 7−→∗

G (g, V, u,+). We proceed
by induction ont:
• If t = e, theng = e andV = U .
• If t = r(w), thenu = t or u is a subtree ofw. In the first caseg = e andV = U . In the second case, apply the induction

hypothesis tow andu obtaining a termz ⊑ w. Since(e, U, r(w),+) 7−→∗
G C and(e, U, r(z),+) 7−→∗

G D whereC,D
are final, we can conclude that

(e, U, r(w),+) 7−→∗
G (h,W,w,+)

(e, U, r(z),+) 7−→∗
G (h,W, z,+)

for someh,W . By induction hypothesis,(h,W, z,+) 7−→∗
G (g, V, u,+) for someg, V and, as a consequence

(e, U, r(z),+) 7−→∗
G (g, V, u,+).

• If t = l(w) or t = p(w) then we can proceed as in the preceeding case.
• If t = n(w, z), thenu = t or t is a subtree ofz or t is a subtree ofw. In the first case,g = e andV = U as usual.

In the second case, apply the induction hypothesis toz andu obtaining a termx ⊑ z. Notice thatp(x) ⊑ n(w, z) and
p(z) ⊑ n(w, z). Since(e, U, p(x),+) 7−→∗

G C and(e, U, p(z),+) 7−→∗
G D whereC,D are final, we can conclude that

(e, U, p(z),+) 7−→∗
G (h,W, z,+)

(e, U, p(x),+) 7−→∗
G (h,W, x,+)

for someh,W . By induction hypothesis,(h,W, x,+) 7−→∗
G (g, V, u,+) for someg, V and, as a consequence

(e, U, p(x),+) 7−→∗
G (g, V, u,+).
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In the third case, we can assumeu 6= e and apply the induction hypothesis tow andu obtaining a termy ⊑ z. Notice that
n(y, z) ⊑ n(w, z). Since(e, U, n(y, z),+) 7−→∗

G C and(e, U, n(w, z),+) 7−→∗
G D whereC,D are final andy, w 6= e,

we can conclude that

(e, U, n(y, z),+) 7−→∗
G (h,W, y,+)

(e, U, n(w, z),+) 7−→∗
G (h,W,w,+)

for someh,W . By induction hypothesis,(h,W, y,+) 7−→∗
G (g, V, u,+) for someg, V and, as a consequence

(e, U, n(y, z),+) 7−→∗
G (g, V, u,+).

This concludes the proof. ✷

The subtree property is extremely useful when proving bounds onRG(e, U) andWG in subsystems ofMELL. The intuitive
idea behind the subtree property is the following: whenevert is a copy ofe underU andU is canonical fore, the exponenial
signaturet must be completely “consumed” along the canonical path leading from (e, U, t,+) to a final contextC.

5 Subsystems

In this section, we will give some arguments about the usefulness of context semantics by analyzing three subsystems of
MELL from a complexity viewpoint.

5.1 Elementary Linear Logic

Elementary linear logic (ELL, [12]) is justMELL with a weaker modality: rulesD! andN! are not part of the underlying
sequent calculus. This restriction enforces the followingproperty at the semantic level:

Lemma 8 (Stratification) LetG be aELL proof-net. If(e, U, V, b) 7−→∗
G (g,W,Z, c), then||U ||+ ||V || = ||W ||+ ||Z||.

Proof. Suppose(e, U, V, b) 7−→n
G (g,W,Z, c), wheren ≥ 0. By induction onn, we can prove that||U || + ||V || =

||W ||+ ||Z||. Notice that the only rewriting rules that can break the above equality inMELL are precisely those induced by
D andN . ✷

By exploiting stratification together with the subtree property, we can easily prove the following result:

Proposition 3 (ELL Soundness)For everyn ∈ N there is an elementary functionpn : N → N such thatWG ≤ p∂(G)(|G|)
for everyELL proof-netG.

Proof. For everyn ∈ N, define two elementary functionsrn, qn : N → N as follows:

∀x.r0(x) = 1;

∀n.∀x.qn(x) = 2x·rn(x)+1;

∀n.∀x.rn+1(x) = rn(x)qn(x).

We can now prove that for everye ∈ BG and wheneverU is canonical fore the following inequalities hold:

|LG(e)| ≤ r∂(e)(|G|)

RG(e, U) ≤ q∂(e)(|G|)

We can proceed by induction on∂(e). If ∂(e) = 0, then the only canonical sequence fore is ε and the first inequality is
satisfied. Moreover, any copy ofe underε is an exponential signature containing at most|G| instances ofr andl constructors:
by way of contraddiction, supposet is a copy ofe underε containingm > |G| constructors. Then, by the subtree property,
there arem distinct subtermsu1, . . . , um of t andg1, . . . , gm ∈ EG such that(e, ε, t,+) 7−→∗

G (gi, ε, ui,+). for every
i. Clearly,gi = gj for somei 6= j (sincem > |G| and thegi can always be chosen as to be the only edge incident to a
vertex labelled withX , C, W or the only edge leaving from a vertex labelled withP ), but this contraddicts acyclicity. As a
consequence, the second inequality is satisfied, because there are at most2|G|+1 exponential signatures with length at most
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|G|. If ∂(e) > 0, we can observe that canonical sequences for∂(e) are in the formV · t, whereV is canonical forσG(e) and
t is a copy forσG(e) underV . By the induction hypothesis we can conclude that:

|LG(e)| ≤
∑

U∈LG(σG(e))

RG(σG(e), U) ≤
∑

U∈LG(σG(e))

q∂(e)−1(|G|)

≤ r∂(e)−1(|G|) · q∂(e)−1(|G|) = r∂(e)(|G|).

As for the second inequality, we claim that any copy ofe underU (whereU is canonical fore) is an exponential signature
containing at most|G|r∂(e)−1(|G|) instances ofr andl constructors. To prove that, we can proceed in the usual way (see the
base case above). Now observe that:

WG =
∑

e∈BG

∑

U∈LG(e)

(RG(e, U)− 1) ≤
∑

e∈BG

∑

U∈LG(e)

q∂(e)(|G|)

≤
∑

e∈BG

∑

U∈LG(e)

q∂(G)(|G|) ≤
∑

e∈BG

r∂(e)(|G|) · q∂(G)(|G|)

≤
∑

e∈BG

r∂(G)(|G|) · q∂(G)(|G|) ≤ |G| · r∂(G)(|G|) · q∂(G)(|G|).

As a consequence, puttingpn(x) = x · rn(x) · qn(x) suffices. ✷

By Proposition 3 and Theorem 1, normalization ofELL proof-nets can be done in elementary time, provided∂(G) is fixed.
To this respect, observe that ordinary encodings of data structures such as natural numbers, binary lists or trees have bounded
box-depth.

5.2 Soft Linear Logic

Soft linear logic (SLL, [16]) can be defined fromELL by replacing ruleX with M as follows:

Γ, A, . . . , A ⊢ B

Γ, !A ⊢ B
M

In proof-nets forSLL, there are vertices labelled withM and equipped with an arbitrary number of outgoing edges:

M

A A

g

e1 en

!A

· · ·

Exponential signatures becomes simpler:
t ::= e | m(i)

wherei ranges over natural numbers. The new vertex induce the following rewriting rules:

(h, U, V ·m(i),+) 7−→G (ei, U, V,+)

(ei, U, V,−) 7−→G (h, U, V ·m(i),−)

It can be easily verified that for everye ∈ BG and for everyU ∈ E ∗, it holds thatRG(e, U) ≤ |G|. Indeed, if(e, U, t ·
V, b) 7−→∗

G (g,W,Z, c), thenZ = t · Y . As a consequence:

Proposition 4 (SLL Soundness)For everyn ∈ N there is a polynomialpn : N → N such thatWG ≤ p∂(G)(|G|) for every
SLL proof-netG.

Proof. Simply observe thatRG(e, U) ≤ |G| and|LG(e)| ≤ |G|∂(e). As a consequence:

WG =
∑

e∈BG

∑

U∈LG(e)

(RG(e, U)− 1) ≤
∑

e∈BG

∑

U∈LG(e)

|G|

≤
∑

e∈BG

|G|∂(e)+1 ≤
∑

e∈BG

|G|∂(G)+1 ≤ |G|∂(G)+2.

But this impilespn(x) is justxn+2. ✷
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5.3 Light Linear Logic

Light linear logic (LLL, [12]) can be obtained fromELL by enriching the language of formulae with a new modal operator §
and splitting ruleP! into two rules:

Γ ⊢ B |Γ| ≤ 1

!Γ ⊢!B
S!

Γ,∆ ⊢ A

!Γ, §∆ ⊢ §A
S§

At the level of proof-nets, two box constructions,!-boxes and§-boxes, correspond toS! andS§. As for the underlying context
semantics,!-boxes induce the usual rewriting rules onCG (see Table 2), while the last rule and its dual are not valid for §-
boxes. This enforcesstrong determinacy, which does not hold forMELL or ELL: for everyC ∈ CG, there is at most one
contextD ∈ CG such thatC 7−→G D. As a consequence, weights can be bounded by appropriate polynomials:

Proposition 5 (LLL soundness)For everyn ∈ N there is an polynomialpn : N → N such thatWG ≤ p∂(G)(|G|) for every
LLL proof-netG.

Proof. Observe that, by the subterm property and by stratification,to every copy ofe ∈ BG underU ∈ E
∗ (whereU is

canonical fore) it correspondsg ∈ EG andV ∈ E ∗ such that|V | = |U | and

(e, U, t,+) 7−→∗
G (g, V, e,+).

Contrarily toELL, this correspondence is injective. If, by way of contraddiction,

(e, U, t,+) 7−→∗
G (g, V, e,+)

(e, U, u,+) 7−→∗
G (g, V, e,+)

wheret 6= u, then, by duality

(g, V, e,−) 7−→∗
G (e, U, t,−)

(g, V, e,−) 7−→∗
G (e, U, u,−)

But remember that now we have strong determinacy; this implies either(e, U, t,+) 7−→∗
G (e, U, u,+) or (e, U, u,+) 7−→∗

G

(e, U, t,+). This cannot be, because of acyclicity. We can now proceed exactly as in Proposition 3. Functionsrn, qn : N → N

are the following ones:

∀x.r0(x) = 1;

∀n.∀x.qn(x) = |G| · rn(x);

∀n.∀x.rn+1(x) = rn(x) · qn(x).

The inequalities:

|LG(e)| ≤ r∂(e)(|G|);

RG(e, U) ≤ q∂(e)(|G|);

can be proved with the same technique used in Proposition 3. Lettingpn(x) = xrn(x)qn(x) concludes the proof. ✷

6 Conclusions

In this paper, we define a context semantics for linear logic proof-nets, showing it gives precise quantitative information on
the dynamics of normalization. Theorems 1 and 2 are the main achievements of this work: they show that the weightWG of
a proof-netG is atight estimate of the time needed to normalizeG. Interestingly, proving bounds onWG is in general easier
than bounding normalization time by purely syntactic arguments. Section 5 presents some evidence supporting this claim.
Results described in this paper can be transferred to affine logical systems, which offer some advantages over their linear
counterparts (for example, additive connectives can be expressed in the logic).
An interesting problem (which we leave for future work) is characterizing the expressive power of other fragments ofMELL,
such as4LL or TLL (see [6]), about which very few results are actually known. We believe that the semantic techniques
described here could help dealing with them. Any sharp result would definitely help completing the picture.
Interestingly, the way bounded linear logic (BLL, [13]) is defined is very reminiscent to the way context semantics is used
here. We are currently investigating relations between thetwo frameworks.
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