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ABSTRACT

Extreme technology integration in the sub-micron regimmes with
arapid rise in heat dissipation and power density for mogeoces-
sors. Dynamic voltage scaling is a widely used techniquadklée

this problem when high performance is not needed. Howeter, t

minimum achievable supply voltage is often bounded by SR&Nsc
since they fail at a faster rate than logic cells. In this wonle
propose a novel fault-tolerant cache architecture, thateopnfig-
uring its internal organization can efficiently tolerate /AR failures
that arise when operating in the ultra low voltage regioningsur
approach, the operational voltage of a processor can beeddo

420mV, which translates to 80% dynamic and 73% leakage power

savings in 9@m.

Categories and Subject Descriptors
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Figure 1: Bit error rate for an SRAM cell with varying/;4 values in 90nm.
For this technology, the write-margin is the dominant facad limits the

B.3.4 Memory Structures]: Reliability, Testing, and Fault-Toleranceperational voltage of the SRAM structure. Here, the Y-aigarithmic,
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1. INTRODUCTION

highlighting the extremely fast growth in failure rate wittecreasing/,,.
The two horizontal dotted-lines mark the failure rates aichtihe mentioned
SRAM structures (64KB and 2MB) can operate with at [€986 manufac-
turing yield.

Ultimately, the minimum sustainablé;; of the entire cache struc-
ture is determined by the one SRAM bit within the entire syste
with the highest required operational voltage. This fordesigners
to utilize a large voltage margin in order to avoid on-chigloa fail-
ures. Figure 1 depicts the failure rate of an SRAM cell basethe
operational voltage in a 9B technology node [9]. The minimum

Power consumption and heat dissipation have become key chgperational voltage of L1 and L2 caches is selected to ersshigh

lenges in the design of high performance processors. Grppower
consumption reduces device lifetimes and also affects tis¢ @f
thermal packaging, cooling, and electricity [6]. Dynamicltage
scaling (DVS) is widely used to reduce the power consumptibn
microprocessors, exploiting the fact that the dynamic payuadrat-
ically scales with voltage and linearly with frequency. Gequently,
lowering the minimum operational voltage of a microproocessan
dramatically improve the energy consumption and battéeyoli med-
ical devices, laptops, and handheld products.

The motivation for our work comes from the observation thagée
SRAM structures are limiting the extent to which operatiovlt-

expected yield, 99% in Figure 1. As can be seen, the write imarg
mostly dictates the minimurirz; and it is expected to operate with
Vaa > 651mV due to the dominating failure rate of the 2MB L2
cache. This number is consistent with predicted and medsiale
ues ¢ 0.7V) reported in [2].

In the literature, several techniques have been proposeatptove
dynamic and/or leakage power of on-chip caches [13]. Thgaus&
Vaa gating for leakage power reduction by turning off cachedine
is described in [4]. This approach reduces the leakage pofnie
cache by turning off the cache lines that are not likely to deeased
in the near future. A simultaneous usage of DVS and adaptidy b

ages can be reduced in modern processors. This is becausd SRfasing is presented in [7] for reducing power in high-pariance

delay increases at a higher rate than CMOS logic delay asifiyys
voltage is decreased [13]. With increasing systematic andom
process variation in deep sub-micron technologies, theréarate of
SRAM structures rapidly increases in the ultra low voltaggime.
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processors. They derived a closed-form method for findirga-
timal supply voltage and body bias for a given frequency améd
tion of operation. Meng et.al. [8] proposed a method for mizi
ing the leakage overhead considering manufacturing vangt In
this scheme, they give an artificial priority to the cache svayth
smaller leakage and re-size the cache by avoiding subsatiat
have higher leakage factors. Instead of turning off blockswsy
cache [3] is a state preserving approach that has two diffenep-
ply voltage modes. Recently inactive cache blocks perailjidall
into the low power mode in which they cannot be read or written
However, for lowV,, values (e.g< 651mV), the amount of power
saving for these methods is restricted due to the failureSRAM
structures.
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Figure 2: Basic structure of our proposed scheme with two cache bamiks a L LCCERUN S S

eight lines each. Each line consists of 4 equally sized datmks. Black
boxes in each cache line represent chunks that have at asbhe faulty bit.

The memory and fault maps, which are essential componetite groposed Figure 3: An example of configuration algorithm for a given distritmutiof
scheme, arrgalso shown. P P airop faults in the cache banks. Here, each banks has only 8 lireeshane are

21 faulty chunks in the cache. The configuration algorithmm®5 groups

_ . in the cache and disables only line 15. Furthermore, thesgpgrand their
In contrast, the ObJeCt'V.e of our work is to enable DVS to pusborresponding sacrificial and r¥ormal lines are also showa.he
the core/processor operating voltage down to the ultra loltage
region (e.g. low power mode) while preserving correct fioreality
of on-chip caches. This idea was initially proposed in [1dd éater be in different banks so that the sacrificial line can be asmmkdn
Wilkerson et.al. [14] improved the architecture to enalgeration at parallel to the original data line.
even lower voltages. On the other hand, many variations iR In our fault-tolerant cache architecture, each cache adissin-
cells such as 8T, 10T, 11T, and ST [5] have also been proposithw dexes into a memory map, which supplies the location of the da
allow the SRAM structures to operate at lower voltages tharcon-  line and its corresponding sacrificial line. After these tines have
ventional 6T cell. Most of these cells have a large area @ath been accessed from their respective banks, a MUXing layesésl
which is significant shortcoming since the extra area do¢sraps- to compose a fault free block by selecting the appropriatenks
late into any performance gains when operating in high ponaide. from each line. This MUXing layer receives inputs indirgdilom
Consequently, we try to minimize the overhead of normal Ipigiver  thefault map. For a given data line, the fault map determines which
mode operation. chunks are faulty and should be replaced with chunks frons#oe
In this work, we propose a fault-tolerant cache which intémes  rificial line.

a set ofn + 1 partially functional cache lines together to give the To aid in the encoding and decoding of this information a ugiq
appearance af functional lines. The overhead of the approach is address is assigned to all lines within a grogp(p address). For
small performance penalty(5%) and less than 15% area overheadnstance, in Figure 2, line 15 is the second ling=3 For each data
for the on-chip caches. We apply our scheme to L1-D, L1-l,ladd chunk in the sacrificial line, the fault map stores the grodgrass
caches to evaluate the achievable power reduction for aprices- 0f the line to which that data chunk is assigned. Here, theyent

sor. which is assigned t&3 in the fault map contains (1,-,-,2), indicating
that the first chunk oG3(S) is devoted taz3(1), the fourth chunk is
2. ARCHITECTURE dedicated t@53(2), and the second and third chunks are not assigned

In this section, we describe the architecture of our flexfaldt- to any line. Finally, the MUXing layer gets its input from at s
tolerant cache, one which allows our scheme to adaptivalgre comparators that compare the group address of line 15 &.ead
figure itself to absorb failing SRAMs. As we discussed earlie- from memory map) withG3's fault map entries.
creasing the operation&l;, (i.e., entering low-power mode) causes Since every group requires a sacrificial line be dedicatdelyso
many cells within a cache to fail. For example, accordingitufe 1, for redundancy, our scheme strives to minimize the total memof
for Vaq = 420mV, the number of faulty bits in just one L2 block groups that must be formed. Given that the number of linexéslfi
(128B) is as high as 5. Our scheme provides the appearance ofvighin a cache, achieving this objective implies that largeoups
fully functional cache by tolerating these failures. are preferred over smaller ones. To maximize the number ré-fu

To this end, we partition the set of all cache word-lines ilalge tional lines in the cache, we need to minimize the number of sa
groups, where one word-line (the sacrificial line) from egobup is rificial lines required to enable fault-free operation. Ag\jously
set aside to serve as the redundant word-line for the othet-lies  discussed, there is a single sacrificial line devoted toyegesup of
in the same group. In the remainder of this paper, we refevéoye lines. This sacrificial line is not addressable as a datadinee it
cacheword-line, which may contain multiple blocks as a line. In ourdoes not store any independent data. In other words, saarlfiees
approach, each line is divided into multiple data chunkshedunk do not contribute to the usable capacity of the cache. Depgnd
is labeled faulty if it has at least one faulty bit. Two lineavl a on the number of collision-free groups that are formed, ffecgve
collision if they have at least one faulty chunk in the samsitpmn. capacity of the cache can vary dramatically.

For example, if the second data chunk of thed and @h lines is Figure 3 shows the process of forming the groups given a fault
faulty, then lines 3 and 6 have a collision. Similarly, in &ig 2, pattern for the cache. Group formation is an iterative psscand
lines 10 and 15 are collision-free. The objective of our sehds in each iteration of the algorithm, a new group is formed. ejer
to form groups such that there are no collisions between waay t each group consists of a sacrificial line from one bank and afse
lines within a group. In Figure 2, lines 4, 10, and 15 form tid 3 collision-free lines from the other bank which are still rastsigned
group G3) in the cache. Here, line 4 (labeled G3(S)) is the sacrificiab any other group. By assigning the largest possible satlb§ion-

line that furnishes the redundancy needed to accommodafaulty free lines to each sacrificial line, our algorithm tries tanmiize the
chunks in lines 10 and 15. In order to minimize the accessi¢égte number of sacrificial lines required for fault-free opeoati In order
overhead, the sacrificial line (4) and the data lines (10 grshbuld to form the groups, our configuration algorithm starts frdm top



line of the first bank and marks it as a sacrificial line for thstfi o Toulmap area overhead e Percentage ofnon functora]cachenes
group (i.e.,.G1(9). Next, it switches to the second bank to find the & * d
largest set of collision-free lines which can potentiakkydssigned to %0
the first group. For this purpose, it keeps adding the linemfthe 7
top of the second bank to this group and if a line causes asimili
the algorithm simply skips it. As a result, line 9 is addedHe first
group and marked aS1(1). However, since line 10 has a collision jz
with line 1, it cannot be added to this group and line 11 tatsaslace. ob
After the first group is formed, we switch to the bank which Haes 0
most number of already assigned lines (i.e., second bar&) hed

mark the first unassigned line of this bank as the sacrifiial for Figure 4: Process of determining the minimum achievablg; for L2 with
the second group (i.e., line 1G2(S))). In addition, lines 2 and 3 are 4-git chunk size. The fraction ofgthe non-functional cacr?(!ﬁinm also the

assigned to this group from the first bank. This process BOBE  4rea overhead of the fault map structure are limitee(td0%.
until all the lines in both banks get either disabled or assijto

groups. A cache line gets disabled if: 1) it contains manytyau

chunks which makes its repair unjustified or 2) it cannot tgaed Ulator [1]. The processor is configured as shown in Table liand
to any of the existing groups with size greater than one duiésto modeled after the DEC EV-7. CACTI is leveraged to evaluage th

particular fault pattern. It should be noted that the bactt fmth delay, power, and area of the SRAM structures [10]. Ladtly,3yn-
switching between the banks allows our algorithm to mingrize ©OPSYS Standard tool-chain is used to evaluate the overhufate
number of lines getting disabled. Figure 3 presents the Higo fémaining miscellaneous logic (i.e., bypass MUXes, cormipas,
formed by the configuration algorithm. etc.).

As depicted in Figure 3, line 15 is disabled (D) since it cors& For a given set of cache parameters (elgs, chunk size, etc.),
faulty chunks and repairing it is not cost effective. Here humber Monte Carlo simulations (1000 iterations) are performenhgishe

of non-functional lines is the summation of the number ofifia@al ~ cONfiguration algorithm described in Section 2 to identifg portion
and disabled lines. The objective of the configuration aihor is of the cache that should be dlsabloed. _Solutions generatealiby
to minimize the number of non-functional lines for a givenifpat- configuration algorithm target a 99% yield. In other wordslyo
tern in the cache. In Figure 3, there are 6 non-functionahedines 1% of manufactured and configured on-chip caches are alldaved
which consist of 5 sacrificial lines and one disabled liner &ach €Xhibit failures when operating in low-power mode.

cache instance, the number of lines in the fault map arragisle 3.2 Results

to the number of sacrificial lines (i.e. 5 here). However, tuéhe g6 4 shows the process of determining the minimum achiev
presence of process variation in a large population of thedated  apje 1/, for a system. Since protecting the L2 is harder than the L1
chips, different fault patterns should be expected. In eah&tion, (e to its longer lines and larger size [14]), L2 protectimst dic-

we employ a Monte Carlo simulation to generate a populatibn @,ie5 the minimum operating voltage of a system. In ordevatiate
1000 cache instances and the total number of fault map I§de-i o, scheme, we set chunk size to bbits for L2 and 8hits for L1
termined based on the maximum number of sacrificial Ilnesiewhlwhich is easier to protect.

achieving a 99% yield. — —— . In high-power mode, both fault and memory map arrays remain
L ow Power Mode Operation: The firsttime a processor switchesjqje and leak power. It is crucial to minimize the size of thesruc-
to low power mode, the built-in self test (BIST) module SC#mes o5 The size of the memory map is essentially fixed by theteu
cache for the potential faulty cells. After determining #eeilty o |ines in the cache. The fault map size, however, can vayisi
chunks of cache lines, the processor switches back to thedwger ooy depending on configuration parameters, motivatirgoser
mode and forms the groups as described before. This proties |,y 4t the size of the fault map as an important design facon-
information that is required to be stored in the memory aredféult sequently, we limit the area overhead of the fault map to 16%e®
maps. This configuration information can be stored on thel-har, ;| cach’e area. Furthermore, since cache size has a stooreg

drive, then is written to the memory map and fault map at syste|ation with system performance, we limit our scheme to disat
boot-up time. In addition, the memory map, fault map anddigeat- 1, 5st 10% of the cache lines.

rays are protected using the well studied 10T cell [2] whiah Bbout g evident in Figure 4, decreasifig, increases the non-functional
66% area overhead for these relatively small structures@toT portion of the cache and also the area of the fault map array-H
cells are able to meet the target voltage in this work (#2Pwithout  o\er heyond a certain point, the area overhead of the faytstarts
failing. However, these cannot be used for the protectithelarge  jacreasing. This phenomena is due to the large fractioreataihe
SRAM structures (e.g., L2 data array) since that will impaseuch  |jyes that getlisabled as loweringVz, leads to increasing error rates

higher overhead [14]. . . and a precipitous increase in faulty chunks. Here, the cartine
High Power M ode Operation: In high power mode, our scheme

is turned off in order to minimize the unwanted overheddsAll the
cache lines are functional and there is no sacrifice of theecaapac-
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Table 1: The target system configuration.

. . .. . P et Val
ity. 2) There is a negligible overhead for the dynamic power due to e L
the switching in the bypass MUXes which consists of the MUKin Clock frequency T9GHz
e . V4 nominal 1.2V
layer and an additional MUX which can bypass the memory r3ap. Tiche 7 banks 64KE data, Z banks GAKE TsTucon,
Leakage power overhead remains the same. However, poweggat T e e ey Mt ateney 1 port
techniques can be used for leakage mitigation. e oty enty L port L 1298 o e,
Registers 80 integer, 72 floatir{g poimv - -
3- EVA L UAT I O N ROB (re-ordering buffer) 128 en?ries
This section evaluates the effectiveness of our faultéoiecache LSO (oadistore dueue) { ot ety
architecture in reducing the power of a processor while kepthe anLtJe(gfer/Ff Seue quete S enes B
unctional unii ni , 4 Int mui Iv, 2 memory system ports
overheads low. FPU (floating point unit) 4 FP ALU, 1 FP mult/div
Main memory 225 cycles (high power), 34 cycles (low power)
3. 1 M d hOdOl Ogy Branch prediclpr combineq (bimodal and 2-level)
For performance evaluation, we use SimAlpha, a validatedioni R T —,
architectural simulator based on the SimpleScalar OuDafer sim- BTB (branch target buffer) | 2048 entries, 2-way associative



 fault map (107) w miscellaneous logic = memory map (107) tag overhead (10T)

Lastly, we evaluate the power savings that can be achievied us

L our scheme for the microprocessor. Based on a similar aggamp

i r— in [14], we assume dynamic power scales quadratically widt ¥nd

g | High Power Mode | linearly with frequency. Furthermore, leakage power ssaléh the

g cube of Vdd. As aresult, our scheme allows DVS to potentisdlye

[ 80% dynamic power and 73% leakage power for the micropracess
° L1area L2 area L1 leakage power L2 leakage power L1 dynamic L2 dynamic 4. CONCL USl ON

power power

With aggressive CMOS scaling, dealing with power dissgrati
Figure 5: Overheads of our scheme for both L1 and L2 caches. Here, 10TS become a challenging design issue. Consequentlygeealargunt

cell is used for protecting fault map, memory map, and tagyar Note the
area and leakage power overhead of the system are mostiynitedel based
on L2 overheads. This is due to the significantly larger size2ofor which
our scheme has minimal overheads.

of effort has been devoted to the development of dynamicagelt
scaling methods to tackle this problem. When decreasinghe
erational voltage of a modern microprocessor, large op-clache

structures are the first components to fail. Toleratingeh8RAM

Lo . ) . failures, allows DVS to target lowevy, values while preserving
hlgh|lght$ the minimum aCh|eVabI@d based on the aforemen“onedthe core frequency Scaling trend. |n this Work’ we proposéd)e

10% limit on disabled lines. As a result, we select 420 as the

ible fault-tolerant cache architecture which allows DVSaithieve

minimum Vq (i.e., low-power mode operating voltage). All lower420:,1 in 90nm. This translates to 80% dynamic and 73% leakage

voltages violate our 10% limits.

power savings for our target system. This significant amofisav-

Figure 5 summarizes the overheads of our scheme for bothd.1 dRg comes with 4.7% performance overhead for the micromsoe
L2. Leakage overhead in high power mode corresponds to the fagnd less than 15% area overhead for the on-chip caches.

map, memory map, and miscellaneous logic. As mentionedéefo
we also account for the overheads of using 10T SRAM cellsdg] f 5.
protecting the tag, fault map, and memory map arrays in lowgy
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is 3—12 For L2, the fault map is the major component of overhea?5
Due to its large size, and attendant leakage and area ods;hibe .
L2 dominates the processor overheads, warranting the closty [
of the L2 fault map in Figure 4. Dynamic power overhead in high 2]
power mode can be mainly attributed to bypass MUXes since we
assume clock gating for the fault map and memory map arrays. |
our proposed scheme, when in low-power mode, the memory ma{f}
and MUXing layer are in the critical path of the cache accBssed

on our timing analysis, this translates to 1 additional eylektency [4]
for L1 and 2 additional cycles for L2 in low-power mode.

In order to evaluate the performance penalty of our schertanin 5]
power mode, we ran the SPEC2K benchmark suite on SimAlpha a[f-
ter fast-forwarding to an early SimPoint [12]. We assume extea
cycle latency for L1 and 2 extra cycles for L2. Cache size spal 6]

reduced based on the fraction of the non-functional linesdl.2
caches. On average, a 4.7% performance penalty is seen in low
power mode (Figure 6) from which 1.1% is due to the cache dgpac
loss. However, one should note that low-power mode perfooaa 7]
is usually not a major concern. In high power mode, there @ugh
slack on the access time of our L1 and L2 caches (CACTI réswlts
fit the small bypass MUXes (additional 0:07delay) without adding
any extra cycles to the access time. In other words, there jierfor-
mance loss in high-power mode. However, one might have aecacly)
design without any slack available. In that scenario, weadedddi-
tional cycle for L1 and L2 which translates into a 3.6% pariance
drop off.

8
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Figure 6: Amount of performance drop-off for our scheme in low power
mode using the SPEC-2K benchmarks.
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