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ABSTRACT 
Intelligibility can help expose the inner workings and inputs 
of context-aware applications that tend to be opaque to users 
due to their implicit sensing and actions. However, users may 
not be interested in all the information that the applications 
can produce. Using scenarios of four real-world applications 
that span the design space of context-aware computing, we 
conducted two experiments to discover what information 
users are interested in. In the first experiment, we elicit types 
of information demands that users have and under what mod-
erating circumstances they have them. In the second experi-
ment, we verify the findings by soliciting users about which 
types they would want to know and establish whether receiv-
ing such information would satisfy them. We discuss why 
users demand certain types of information, and provide de-
sign implications on how to provide different intelligibility 
types to make context-aware applications intelligible and 
acceptable to users. 
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INTRODUCTION 
As systems and devices get closer to realizing a vision of 
ubiquitous and calm computing, context-aware applications 
will become more common. Context-aware applications use 
context – information about the state of people, places, and 
objects relevant to users and their activities [9] — to make 
inferences as to how to adapt their behavior. They typically 
gather context from a combination of sensors and complex 
rules, and take action automatically without explicit input 
from users. This lack of transparency along with the occa-
sional fallibility of context-aware applications can hinder 
users’ attempts to make sense of these applications [6]. Such 
a lack of application intelligibility can lead users to mistrust 
the system, misuse it, or abandon it altogether [22]. Specifi-

cally, users of context-aware applications can find this lack 
of intelligibility frustrating [5]. 
As a remedy, Bellotti and Edwards state that context-aware 
applications must be intelligible: being able to “represent to 
their users what they know, how they know it, and what they 
are doing about it.” [6]. One way to support intelligibility is 
through automatically generating explanations of application 
behavior. This approach has been employed in several do-
mains including decision making [11], recommender systems 
[17], end-user debugging [18, 19], and systems that model 
user profiles [7], with the goal of increasing user trust and 
acceptance of these systems. While studies of these systems 
include explanations in working systems, little work has been 
done to compare the impact of different types of explanations 
or in the domain of context-aware computing [20].  
In this paper, we categorize types of explanations to support 
intelligibility in terms of questions users may ask of context-
aware applications. In earlier work, we found that some types 
of explanation were more effective than others in improving 
users’ understanding and trust of a context-aware intelligent 
system [20]. However, it is not clear what information users 
actually want to know and will ask about. Our contribution is 
to explore and assess user demand for intelligibility: which 
types of questions users want answered, and how answering 
them improves user satisfaction of context-aware applica-
tions. User satisfaction is obviously crucial for adoption and 
acceptance of such technologies. 
The paper is organized as follows: we discuss how support-
ing intelligibility by providing explanations that users want, 
has the potential to increase user satisfaction and thus accep-
tance of context-aware applications. We then describe our 
experimental design that uses surveys and scenarios to ex-
pose users to a range of experiences with context-aware ap-
plications. We present two experiments that investigate what 
types of information users want. In the first experiment, we 
elicit the types of information users are interested in and un-
der what moderating circumstances. In the second experi-
ment, we validate our findings by presenting users with 11 
information types as intelligibility features in a controlled 
study and measure their impact on user satisfaction. We end 
with a discussion of why users of context-aware systems 
demand certain types of information in different situation, 
and provide design recommendations for providing different 
information types to make context-aware systems intelligible 
and acceptable to users.  
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ASSESSING DEMAND FOR INTELLIGIBILITY IN 
CONTEXT-AWARE APPLICATIONS 
To make context-aware applications intelligible so that they 
can expose their inner functions to the end-user, much re-
search has looked into how to generate explanations from the 
underlying application models and deliver them to users 
(e.g., [7, 18, 19, 20]). However, users may not be receptive to 
these explanations, especially when they end up using the 
applications in ways for which they were not designed [24], 
and when those explanations do not adapt to varying situa-
tions of use. Thus it is important to explore information de-
mand from the user’s perspective lest effort is wasted in im-
plementing explanations that would see little use.  

Researchers have explored what users want to know in other 
domains. McGuinness and colleagues [14, 21] have identi-
fied information need factors that influence the level of trust 
in adaptive agents. They used interviews to identify explana-
tion requirements and rank question types according to their 
helpfulness. Gregor and Benbasat’s [16] meta-review inves-
tigates explanation types that users of knowledge-based sys-
tems (KBS) would like to have. While adaptive agents and 
KBS are similar to context-aware applications (which may 
also use agents or knowledge bases and rules), they are work-
oriented, while context-aware applications are targeted for 
everyday use, for many more situations and a wider range of 
users, and under more situations [2]. Thus we need to explore 
how these different requirements would lead to different in-
telligibility needs. 

Hypotheses and Approach 
We hypothesize that there are different types of information 
users are interested in, for different context-aware applica-
tions, and different situations. Since people ask information 
seeking questions due to cognitive disequilibrium [15] and to 
correct knowledge deficits [27], we believe that satisfying 
these information demands through intelligibility can lead to 
better satisfaction when using these applications and im-
proved adoption and acceptance. In order to elicit the infor-
mation demands users have for context-aware applications 
under various situations, we conducted a study of the demand 
for explanations and different types of information in several 
scenarios users may find themselves in as they use context-
aware applications. Using described scenarios instead of ac-
tual field deployments allows us to quickly and more effec-
tively study and understand the impact of different informa-
tion on intelligibility and satisfaction, without having to im-
plement and deploy a variety of applications, any of which 
could fail for reasons independent of our main focus. Next 
we describe four applications we use to focus our scenarios.  
For each application, the scenarios intentionally span a range 
of incorrect, appropriate and unexpected or anomalous, but 
not necessarily wrong behavior, to probe directly at the issues 
of intelligibility and satisfaction. 

SETUP: SCENARIOS OF FOUR CONTEXT-AWARE 
APPLICATIONS 
To investigate the demand for intelligibility in the space of 
context-aware applications, we selected four prototypical 

context-aware applications: (i) a desktop interruptibility 
management application (an Instant Messenger plugin), (ii) a 
remote person monitoring peripheral display (Digital Family 
Portrait), (iii) a context-aware reminder application (Cy-
breMinder), and (iv) a mobile context-aware tour guide (Cy-
berGuide). All applications in this study behave according to 
models of learned decision trees. 

Instant Messenger Auto-Notification 
We designed the instant messenger (IM) auto-notification 
plugin based on recent [4] work on a predictive model to 
determine how long a buddy would take to respond to a mes-
sage. Our application uses the responsiveness prediction to 
determine the subject’s interruptibility [12], and either for-
wards or suppresses incoming IM messages. We developed 
four main scenarios for this application where the subject is 
in various states of busyness: 

1. Rushing to reach an imminent deadline,  
2. Taking a break and surfing the Internet, 
3. Reading a work-related book, and  
4. Returning from a protracted informal meeting. 

For each scenario, the user receives an IM message from 
• A colleague regarding critical work, or  
• A friend regarding a fun video. 

There are 16 scenarios (4 main x 2 messages x 2 actions). 

Remote Monitoring: Digital Family Portrait 
The Digital Family Portrait [23] leverages a picture frame to 
present the current status of an elderly family member as he 
or she goes through daily life living independently in her 
home, to remote loved ones. Our rendition of the Digital 
Family Portrait is based on a decision tree model which we 
define as several small subtrees, each addressing groups of 
scenarios. We present a subset of what the sensors on the 
elder’s body and in the home are described as detecting:  

1. Whether the family member has fallen,  
Whether there is a fire; 

2. How many times the toilet has been used recently,  
Whether the usage frequency is anomalous,  
Whether the system thinks this could be a symptom of 
incontinence;  

3. Whether the family member is watching TV,  
Whether the family member is sleeping 

4. Whether the family member’s house is vacant, 
Whether there is an intruder. 

For this application, there are a total of 13 scenarios. 

Reminders: CybreMinder 
CybreMinder [8] is a context-aware reminder application that 
considers combinations of contexts, such as location, time, 
and collocation, to trigger reminders. It is based on several 
personal and environmental sensors, and triggers reminders 
based on the satisfaction of one of several rules (modeled as a 
decision tree). We developed scenarios that would relate to 
three types of reminders (mentioned in [8]): 

1. Reminder to discuss an important issue when the user 
and a colleague serendipitously meet (collocation trig-
ger); 



2. Reminder to take the umbrella when it is forecasted to 
rain and the user is approaching the front door (loca-
tion and information trigger); and,  

3. Reminder to discuss party planning with a friend 
when the user and the friend are free, and the user is at 
the office (complex trigger). 

We developed 13 scenarios based on these three reminders.  

Tour Guide: CyberGuide 
CyberGuide [1] is a mobile context-aware tour guide that 
uses context to recommend attractions to a user. Our rendi-
tion of CyberGuide considers the contexts of location (where 
the user is currently located), keywords (that the user has 
recently used), and navigation information like traffic. We 
use three settings for a user with a keen interest in museums 
and dinosaurs visiting an unfamiliar city: 

1. Walking by museum with a dinosaur exhibit; 
2. Having a conversation with a friend talking about mu-

seums and dinosaurs; and,  
3. Meeting a friend at his home with the application rec-

ommending a route to the destination. 
We developed 12 scenarios based on these three settings 

EXPERIMENT 1: ASSESSING DEMAND FOR 
INFORMATION TYPES 
Based on these four applications and the scenarios we devel-
oped, we conducted our first experiment on the intelligibility 
of context-aware applications to investigate what questions 
users want to ask in the various scenarios. 

Method 
We created one survey for each of the four prototypical con-
text-aware applications. At the beginning of each survey, the 
respective context-aware application is described to the par-
ticipant. Its functionalities are described, but not explained or 
elaborated on (e.g., participants are not told where it gets its 
information from). Depending on the application survey, 
participants are shown 3-4 scenarios, described from a first-
person perspective that places participants in certain circum-

stances (e.g., rushing to complete a report due in half an hour 
for the IM application). The scenarios are represented by 
short 5-second video clips (see Figure 1 left) and short tex-
tual descriptions about what is happening. After a scenario is 
presented, participants are shown 2-5 (depending on the ap-
plication and scenario) instances of the scenario, one at a 
time, with different application responses, represented as 
screenshots along with text (e.g., see Figure 1 right), where 
the behaviors may be appropriate, strange, or incorrect. For 
each application response, participants are reminded about 
the scenario and can replay the video, if necessary. 

To mitigate order effects, the order of scenarios was random-
ized for each participant. For each scenario, we posed several 
questions (see Table 1) to ascertain what the participant 
thought and felt about the application response, and what 
information they would want to know, if any, for the situa-
tion. Except for a question on application satisfaction with a 
7-point Likert scale response, the rest of the questions were 
free text response. 

We recruited 250 participants (47% female; ages 18 to 61, 
M=29.5) from Amazon Mechanical Turk, and paid them $4 
for completing a survey. Participants were divided among the 
four applications surveys, and survey analysis was conducted 
between-subject. 

Coding Analysis: Intelligibility Types and Moderators 
We coded the participant responses to the free response ques-
tions to determine whether participants wanted more infor-
mation regarding the application or situation, and what type 
of information they wanted. Using the open coding method 
of grounded theory [26], and drawing from question types 
employed previously [3, 20], we derived a set of information 
types that users are interested in for context-aware applica-
tions. In the rest of the paper, we shall refer to these types as 
intelligibility types. Figure 2 presents them in terms of a hier-
archy and Table 2 shows the coding scheme used. First, de-
pending on the situation, participants may or may not have 
any information demand. If they want more information, they 
may want to know more about how the application works, in 
terms of functional input, output and conceptual model. A 
conceptual model describes the decision and action processes 

Measure Survey Question 
Application Satisfaction I am satisfied with the application response (7-point Likert scale) 
Action What will you do? 
User Feeling How do you feel about what the application did?  
Information Demand What information or knowledge would you like to know about what the application did or why it behaved this way?  

Table 1: Questions posed to participants for each application response scenario to find out what they think the application 
response, what they think is happening, and their information demand for each scenario. 

 

 
 

Figure 1: (Left) Screen capture of a five-second video clip for 
the IM Auto-Notification application survey showing the user 
rushing to meet a deadline. (Right) Screenshot of a non-work 

IM message that had been suppressed, and delivered later. 

 
Figure 2: Hierarchical representation of intelligibility types 

that users want to find out about. 



 

performed by the application to use the inputs in producing 
output. Regarding the conceptual model, the participant may 
ask for information that can be represented in the following 
questions: 

1. Why did the application do X? 
2. How (under what condition) does it do Y?  
3. Why did it not do Y? 
4. What (else) is it doing? 
5. What if there is a change in conditions, what would 

happen? 
Question 1 (why) and 3 (why not) seek situation-specific in-
formation, while question 2 (how) seeks more comprehensive 
information of how the output can be obtained. Although 
context-aware applications that sense and act implicitly may 
elicit questions on what the application is doing, question 4 
(what else) does not ask this. Instead, participants were inter-
ested in knowing what else the application was doing (e.g., 
whether the Digital Family Portrait had contacted emergency 
services after detecting the elderly family member had 
fallen). Regarding non-functional information about the ap-

plication, users may want to know how certain the applica-
tion is of its actions, decisions, and inferences (certainty). In 
agreement with past researchers [5, 6, 10], users also want to 
be able to control the application (e.g., change settings for 
reminders), and want information on how to control it. In 
addition to more information about the application, the user 
may also want to know more about the current situation. Re-
garding the situation, participants expressed their questions 
mostly in terms of what else, and sometimes as why or why 
not.  
We also used the survey responses to derive themes describ-
ing circumstances that moderate demand for these intelligi-
bility types:  
• Application Satisfaction. (7-pt Likert scale) How satisfied 

the user is with the application behavior.  
• Impression. Coded response of whether the user has a 

positive, neutral, or negative impression of the application, 
given the situation.  

• Trust / Reliance. Coded response of whether the user is 

Theme κ Values / Description Example Participant Text 
– Negative (Useless / Dissatisfied / Irri-

tated / Frustrated) 
“Angry” “Bad” “I'm pissed off it could have cost me my job” “I feel cheated” “I'm 
disappointed in the application” 

0 Neutral / equivocal “It's ok.” “fine”  

Impression .91 

+ Positive (Useful / Satisfied)  “Good. Positive.” “I love it, works like a charm.” 
0 Abandon it, Complain, Lost Trust, Doubt 

it, Dissatisfied / believe it is wrong 
“I wouldn't be paying attention to it anymore” “Something must be wrong with one 
of the sensors.” “It may have misinterpreted an action.”  

Trust of Device .91 

1 Satisfied / Believe / Trust “The application performed properly.” “I'm satisfied.” “It's okay, it was my fault.” 
 

0 None / Not necessary - 
1 Too much info already / Overwhelmed “It is more than I would want to know.” 

Information 
Demand  

.84 

2 Yes / Not enough info/details (See below) 
0 None - 
1 Application, Device, Sensors (includes 

logic) 
(See below) 

Domain of 
Explanation  

.95 

2 Situational / Event “My status and Johnny's priority.” “How often the person moved, or what the rate of 
respiration was.” “Our locations and distance.” 

 

Input  .95 Sensor thresholds, ranges, sensitivity, limi-
tations, capabilities, coverage, etc 

“I would like to know what triggers the alarm”  
“Where does it get its forecasting information? How did it know I was leaving rather 
than entering my house?” 

Model  .97 Application conceptual model / Criteria / 
Heuristic / Rules / Logic / How does it 
know / how it works 

(See below) 

Output  1* Options / Alternatives that the system could 
produce. Distinguish from What Else 

“I would like to know fully what type of things that it would be able to detect [rec-
ognition output]” “I would want to know if there was a quicker route.” 

 

Why  1 Why did the application do X? “Why did it let [the message] through?” 
“How does it know it is going to rain?” 

Why Not  .96 Why did it not do Y? “I would like to know why the application did not filter out this message.” 
“Why application failed to sense that I was free in the office and failed to trigger.” 

What Else  .95 What (else) is it doing? “What other message are in the queue” “My location, weather, and time.” 
“How I could look up more specific details about the event.” 

How  .97 How (under what condition) does it do Y? “I would be interested in knowing how it decides how long to suppress messages.” 
What If  1* What if there is a change in conditions, what 

would happen? 
“I'd like to know in what will application do in certain situations” 

 

Certainty  1* Application confidence of its actions / deci-
sions 

 “How can I be sure it is accurate?”  
“I'd like to know how accurate the chosen forecasting system was.” 

Control  1* How to change settings / thresholds “I would want to know if I could put a time limit on it.”  
“I would like to know how to make it send the correct reminder.” 

Table 2: Coding scheme for experiment 1. The first two themes indicate participants’ thoughts on the scenario, and the remaining 
themes indicate their information needs. Most of the participant text responses were coded by one coder, with a 10% random sample of 

responses coded by a second coder. Inter-coder reliabilities (κ) for each theme are indicated. 
* denotes high apparent reliability due to low occurrence of coded measure (i.e., too few affirmative counts). 
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Information 72.5  ↑↑     ↑ ↑↑ 
           

Application 59.8  ↑ ↓↓   ↑↑ ↑↑ 
Situation 12.0    ↑↑ ↑* ↓   

           

Input 19.8    ↓   ↑↑ ↑↑ 
Model 33.6  ↑↑   ↑     
Output 2.9      ↓ ↑↑   

           

Why 19.0  ↑         
Why Not 8.2  ↑↑   ↑↑   ↑↑ 

How 13.4            
What If 0.5            

What Else 6.4           
           

Certainty 1.7            
Control 10.0  ↑         

Table 3: Results of experiment 1. The left column shows the 
percentage of participants who had a demand for various intel-

ligibility types. The right columns show the effect size of 
whether higher moderator rating values (of each column) leads 
to increased (up arrows) or decreased demand. All results indi-
cate Bonferroni-corrected (n=78) significant differences (p<.01; 
* denotes p<.05). Cohen’s d is reported to determine the size of 
differences rather than just whether the differences are signifi-
cant. Single arrow indicates small effect size (.2<|d|<=.3), dou-

ble arrows indicates medium effect size (.3<|d|≤.8). 

How to read: e.g., 72.5% of participants demand information, 
in general; participants demand more information about why 
not when the application behavior is more Inappropriate. 

 

satisfied (believes application, trusts it) or dissatisfied 
(doubtful, lost trust, in disbelief, found fault, will abandon) 
with the application. 

These measures were found to be correlated and so we com-
bined them into a summed and reversed measure of applica-
tion Inappropriateness (α=.68). We split the scenarios into 
2 groups: those with a high or low Inappropriateness score 
(using a Tukey pair-wise test; p<.001).  
Based on the application functionality in various scenarios, 
we developed more moderators. For example, because Cy-
breMinder supports goals of pre-planned tasks, while the 
other 3 applications do not, scenarios can be separated into 
whether they are goal-supportive or not. The additions are: 
• Criticality. Whether the situation presented is critical. 

Situations involving accidents or medical concerns with 
the Digital Family Portrait and work-related urgency for 
the IM Auto-Notification were considered highly critical. 
Due to the profound influence of the high criticality of the 
fall and incontinence scenarios in the Digital Family Por-
trait survey, these scenarios were excluded from considera-
tion of the other moderators. 

• Goal-Supportive. Whether the situation is motivated by a 
goal the user has (CybreMinder scenarios only). 

• Recommendation. Whether the application is recom-
mending information for the user to follow or ignore (Cy-
berGuide scenarios only). 

• Externalities. Whether the application is perceived to have 

high external dependencies (e.g., getting weather informa-
tion from a weather radio station) vs. being perceived as 
“self-contained.” CybreMinder and CyberGuide had per-
ceived high external dependencies. 

Results: User Demand of Information Types 
Results are shown in Table 3, describing the overall demand 
for various types of information, and how the demand 
changes due to moderating circumstances. Discussion is de-
ferred until after we present the results of experiment 2. 

EXPERIMENT 2: ASSESSING DEMAND FOR 
EXPLANATION TYPES 
While experiment 1 sought to elicit the types of information 
users wanted for explanations of context-aware applications 
under various moderating circumstances, experiment 2 solic-
its user demand for the types of information through explicit 
suggestion of questions and provision of explanations and 
studies the impact of meeting this demand on user satisfac-
tion. For each of the intelligibility types identified in experi-
ment 1, we wrote corresponding questions and explanations 
for each application situation response of experiment 1. We 
added one more intelligibility type in response to demand for 
more information about the application conceptual model. 
This “Visualization” explanation type provides a diagram-
matic representation of the underlying decision tree. Table 4 
shows examples of questions and explanations. We prepared 
11 intelligibility types for each of the 54 scenarios, for a total 
of 594 explanations; some are repeated for similar scenarios.  
We hypothesize that: (i) when asked specifically about 
whether they want an intelligibility type (heretofore called 
solicited information demand), users should reflect the same 
demands (elicited information demand) as that of experiment 
1; and providing explanations for demanded intelligibility 
type will (ii) increase  application satisfaction, and (iii) in-
crease user rating of that intelligibility type. 

Method 
We reused the applications and scenarios from experiment 1, 
with one application per survey. Experiment 2 is designed as 
a between-subject study for the intelligibility types (11 condi-
tions plus a None condition). Participants are assigned to a 
version of the survey with only one type of intelligibility 
information provided (including None). To mitigate order 
effects, four versions of each survey were deployed with a 
different random ordering of scenarios. On the survey, par-
ticipants use a 7-point Likert scale question to rate their satis-
faction with the application. In the intelligibility type condi-
tions, participants were provided with a corresponding intel-
ligibility question and explanation. We posed additional que-
ries regarding how important it was to get the question an-
swered, how much they are satisfied with the explanation and 
how useful they found it. We recruited 610 participants (42% 
female; ages 18 to 61; M=28.9) from Amazon Mechanical 
Turk, and evenly distributed them across the 12 conditions. 
Participants were paid $2. 



 

Results Analysis 
We report three metrics in experiment 2: (i) solicited intelli-
gibility demand, (ii) satisfaction of the application with and 
without intelligibility, and (iii) user rating of the usefulness of 
intelligibility. Table 5 summarizes the results of experiment 2 
and compares them with experiment 1. Results are reported 
for intelligibility types across all scenarios, and by moderat-
ing circumstances (high vs. low rating groups) as described in 
experiment 1.  

Solicited Intelligibility Demand (siD) 

Participant solicited intelligibility demand is measured from 
responses to the 7-point Likert scale question on how impor-
tant it is to receive an answer to the supplied intelligibility 
type question. All described differences are significant 
(p<.05) using a Tukey pair-wise comparison test. As with 
experiment 1, the moderating effects are measured by the 
effect size between low and high moderator rating groups.  

Difference in Application Satisfaction (∆aS) 
To calculate relative application satisfaction from None, for 
each scenario, we subtracted the means of satisfaction of the 

Intelligibility Type Sample Question Sample Explanation 
Input What does the system use to sense acci-

dents? 
The system uses an accelerometer worn by the elderly family member, speakers around the home, 
and smoke detectors. 

Output What accidents can the system sense? The system can sense the following accidents: Falls and Fire/Smoke. 
Why Why did the system report a fall? The system reported a fall because there was a high acceleration from the accelerometer worn by the 

family member, and there was a loud sound. 
How How does the system distinguish a be-

tween a falling object and person? 
The system did not report a fire, because the smoke detector did not set off. 

Why Not Why did the system not report a fire? The system detects a fall through high acceleration detected from the accelerometer worn by the 
elderly family member, and a loud noise. The system detects a fall of an object through a loud noise, 
but no high acceleration from the accelerometer. 

What If If an object falls, would the system report 
a fall? 

If an object falls, but the accelerometer worn by the family member does not report a high accelera-
tion, the system would not report a fall. 

What Else (Appli-
cation) 

Did the system alert emergency services 
of the accident? 

The system has not alerted emergency services and is pending your approval. 

Conceptual Tree 
Model Visualization 

What is the overall model of how the 
system works? 

The following diagram describes a simplified view of 
the conceptual model of how the system works. It 
works by tracing a decision tree and taking branches 
at decision points to arrive at a conclusion. Red 
arrows indicate false conditions, and green indicates 
true. For example, if smoke is detected, then the 
system concludes there is a fire.   

Certainty How certain is the system of this report? The system is 90% certain of this report. 
Control How can I change settings to control the 

sensitivity for reports? 
Some settings can be changed through a control panel accessed via the menu: Options > Settings. 

Situation  
(What Else) 

What was the family member doing 
before the accident? 

The family member was preparing dinner in the kitchen. 

Table 4: Sample questions and explanations of various intelligibility types participants received for the Digital Family Portrait.  

 Average  Inappropriateness Criticality Goal-Supportive Recommendation Externalities 
 Exp 1 Exp 2  Exp 1 Exp 2 Exp 1 Exp 2 Exp 1 Exp 2 Exp 1 Exp 2 Exp 1 Exp 2 
 eiD (%) siD ∆aS iuR  eiD siD ∆aS iuR eiD siD ∆aS iuR eiD siD ∆aS iuR eiD siD ∆aS iuR eiD siD ∆aS iuR 

Information 72.5 5.18 0.11 4.91  ↑↑   0.47 -0.47  0.81   0.45        ↑       ↑↑       
                                                  

Application 59.8 5.22 0.09 4.9  ↑   0.45 -0.48 ↓↓ 0.79   0.44        ↑↑       ↑↑       
Situation 12.0 4.82 0.28 4.92     0.76   ↑↑ 1.15   0.62 ↑*   -0.71 -0.75 ↓            -0.52 

                                                  

Input 19.8 5.61 0.15 5.17     0.44* -0.45 ↓ 0.50*      0.61     ↑↑ -0.66     ↑↑       
Model 33.6 5.04 0.01 4.7  ↑↑   0.46 -0.52  0.83   0.41 ↑ 0.42      -0.45   -0.42        
Output 2.9 5.62 0.06 5.11     0.59    0.75   0.53 ↓     -0.56 ↑↑            -0.48* 

                                                 

Why 19.0 5.27 -0.36 4.32  ↑     -0.65  1.21                        0.59 
Why Not 8.2 4.57 -0.01 4.42  ↑↑   0.68    0.91     ↑↑ 0.95   0.74  -0.68     ↑↑     0.44 

How 13.4 5.20 0.22 5.18       -0.48      0.54  0.73      -0.67 -0.80 -1.11    -0.63 -0.75 
What If 0.5 5.15 0.11 4.64     0.49    0.97             -1.33   -1.16  -0.84   -0.88 

What Else 6.4 5.09 0.04 4.83       -0.83 ↑ 0.81                          
                                               

Visualization  5.29 0.29 4.71   -0.37 0.53 -0.56  0.84  0.88   -0.62 -0.83   0.54      
                          

Certainty 1.7 5.25 0.33 5.13       -0.66  0.99   0.42*  0.60        -0.49* -0.51*  0.62   -0.43 
Control 10.0 5.37 0.23 5.42  ↑   0.79    0.54*   0.53      -0.80             -0.60 

Table 5: Results of experiment 2 and experiment 1. Experiment 1 results repeated for comparison. eiD: elicited information demand 
from experiment 1. siD: solicited information demand from experiment 2. ∆aS: difference in application satisfaction of providing intel-
ligibility type from none. iuR: intelligibility usefulness rating of explanation received. For experiment 2, left columns under Average are 
the mean values of the Likert scale for siD and iuR, and ∆aS, the difference in means between intelligibility-provided (various types) 
and non-intelligible. The right columns are differences in means or differences between high and low moderator rating groups. All ex-
periment 2 results of each measure are Bonferroni corrected (n=84) and significant (p<.01, * denotes p<.05). 

How to Read: e.g. for Intelligibility type Situation, 12% of participants in experiment 1 were interested in knowing about the situation; 
in experiment 2, participants wanted to know about it (M=4.82, above neutral); they rated it well, in general (M=4.92) and had a signifi-
cant improvement in application satisfaction (∆M=0.28). When considering scenarios according to Criticality, participants want more 
information about the situation (both elicited and solicited, both medium effects), experienced more satisfaction after receiving explana-
tions for more critical scenarios (p<.05), and rated situation explanations better for those scenarios (small effect).  

 



None condition from each response in the 11 Intelligibility 
type conditions.  Across moderating circumstances, we cal-
culate the effect size between the high and low moderator 
groups. If the effect size is small or medium, we report the 
difference in scale value mean along with the p value of a t-
test between the groups. 

Intelligibility Usefulness Rating (iuR) 
We derived an intelligibility usefulness rating based on the 
mean of responses regarding explanation satisfaction and 
explanation usefulness (Cronbach’s α=.84). We used the 
same analysis as described for siD. 

DISCUSSION 
We discuss the meaning of the results from both experiments 
in terms of demand for intelligibility and what they imply for 
design. Among the four context-aware applications we inves-
tigated and their various scenarios, we have determined aver-
age demands for various intelligibility types. However, these 
demands change depending on circumstance and function of 
the application. Participant awareness to seek certain intelli-
gibility types also increases their demand for these types. We 
also found that explanations should be carefully tailored to be 
effective, otherwise, they may be more detrimental than help-
ful. 

Participants generally want information about the applica-
tion, and designers can anticipate this, but they also moder-
ately want information about the situation in which the appli-
cation acts. When asking about the application, participants 
tend to focus on the application model rather than the inputs 
or outputs. Of the application model, they care most about 
why the application behaved as it did in specific situations, 
and how it works in general and how to produce certain ac-
tions or decisions. Participants indicated a strong demand for 
visualizations (with significant positive change in application 
satisfaction, and intelligibility explanation rating). This may 
be because participants prefer graphical to textual explana-
tions, so visualization-based explanations may be a better 
means to deliver explanations. As in [20], why not explana-
tions had a significant but limited demand compared to why. 
As indicated by many researchers (e.g., [5, 6, 10]), our par-
ticipants were interested in knowing how to control applica-
tions. We found that users were more satisfied with receiving 
this intelligibility type even though we only told them where 
they could find a control panel. This echoes findings in [14] 
of how users adopt a “trust but verify” approach, and just 
need to know they can override the settings, but not necessar-
ily do so.    

Demand for Intelligibility Varies with Circumstances 
The why not intelligibility type is particularly effective for 
Inappropriate circumstances and Goal-Supportive functions. 
Participants would tend to ask why not when encountering an 
inappropriate behavior, especially if it deviates from their 
goals. Output information is desired more for Recommenders 
and input information for applications with high External-
ities. Table 5 indicates other intelligibility types that vary by 
circumstances. 

High Intelligibility Demand for Critical Circumstances 
Criticality is a particularly significant moderating circum-
stance as for highly critical scenarios, participants want as 
much information about any intelligibility type (especially 
about the situation and what else) as they can get if they are 
aware of its availability. However, it is hard to satisfy partici-
pants with any intelligibility types in highly critical scenarios, 
possibly due to the stress during the critical period, and pre-
occupation with the primary problem.  

Awareness of Intelligibility Types Changes Demand 
Just as in [21], we found that awareness of the existence of 
intelligibility types plays an important factor where partici-
pants recognize the value of the various types and subse-
quently had greater demand for them, resulting in higher ap-
plication satisfaction; this created higher demand and benefit 
than would have been predicted from experiment 1. Though 
not in demand when elicited, input, output, what if, what else, 
and certainty became particularly desired when participants 
were informed or reminded about them. 

Valley of Expectation 
The elicited and solicited information demand measures indi-
cate which intelligibility types are desired and under what 
circumstances, but providing explanations matching these 
types in the corresponding circumstance may lead to poorer 
intelligibility usefulness ratings instead. This is particularly 
evident for Inappropriateness circumstances, but absent for 
highly Critical ones. This suggests that when participants 
have a higher demand for intelligibility, they also expect bet-
ter explanations, and may rate explanations worse. However, 
when they become more desperate for information (as in 
cases of high criticality), they readily accept the explanations, 
and rate them more favorably. We refer to this drop then rise 
in expectation of explanation quality with respect to informa-
tion demand as the “valley of expectation” of intelligibility 
demand. 

Satisfaction vs. Understanding 
This work has explored the intelligibility types that users 
demand and that may satisfy them. We compare and contrast 
our findings to our earlier work in exploring how to improve 
user understanding and trust of a context-aware intelligent 
system [20]. In the earlier work, we found that why and why 
not explanations were most effective, while interactive ex-
planation types (how to and what if), were less useful due to 
the difficulty of using them. In this study, we provide partici-
pants with various intelligibility types without involving any 
user interaction, so we avoid the confound of difficult user 
interfaces and, in fact, find that how (to) and what if explana-
tions should not be neglected. We also found that even 
though why and why not explanations are intuitive and par-
ticularly good at improving understanding, users have higher 
expectations on the informational quality of such explana-
tions, and may be biased against appreciating them as much. 

DESIGN RECOMMENDATIONS 
We present some recommendations to developers of context-
aware applications about which intelligibility types to pro-
vide and under what circumstances. Developers can identify 



 

which moderators and situations apply for their applications 
and then use the suggested recommendations. Implementing 
all the types of intelligibility we investigated is excessive and 
may even be detrimental. We present the different types and 
offer advice about when and how they should be imple-
mented (summary in Table 6 and 7). 
Application. When users want information, they will tend to 
want application-centric information, so, in general, more 
effort should be concentrated on providing information about 
the application’s workings and mechanism than on the situa-
tion. Explanations about the application should also be pro-
vided for applications that are at risk of being easily aban-
doned (low trust), and when the application is uncertain (high 
risk of Inappropriateness) of its action.  
Situation. Though users are less interested about what else is 
happening when the application responds, there is moderate 
interest in increasing their real-world situational awareness 
(what else). This would involve making applications sense 
more related events and contexts (e.g., for a monitoring ap-
plication, what is the historical trace of events before an 
anomaly) than their primary function, and to reveal such 
knowledge to the user. This is more important in cases when 
the application acts in highly critical situations. 
Input. Users may only have a moderate interest in knowing 
more about the application’s input sources or sensor read-
ings, but if they perceive the application is heavily dependent 
on external sources (high externality), they may want to 
know more about the inputs. 
Output. In typical application use, users are not interested in 
the output alternatives. However, they may suspect that the 
application is capable of more action than it is exhibiting. 
Providing intelligibility explaining the output (action) capa-
bilities of the application is particularly important for applica-
tions that make recommendations (such as tour guides), es-
pecially when users want to seek better options. This should 
be provided automatically during early stages of usage to 
improve users’ awareness. 
Model. Most of the questions users want to ask are about an 
application’s conceptual model. This is elaborated with the 
following intelligibility types. 
Why. Answering why questions is an essential intelligibility 
requirement as such questions are very common. However, 
users may also have high expectations that the why explana-
tions are very informative and a simple reason trace may not 
be sufficient to fully satisfy the users’ enquiries. Visualiza-
tions could be used to augment a trace.  
Why Not. Such explanations are good for high risk (high 
chance of inappropriateness) circumstances and goal-
supportive functions. However, we caution against imple-
menting it in all types of context-aware applications because 
generating these explanations for all alternative possibilities 
may be non-trivial.  
How. Users are somewhat interested in knowing how the 
application arrives at its outcomes, and particularly like such 
explanations. However, how explanations can get cumber-

some to produce for applications with complex or learned 
logic. Users may have to use an interactive facility to specify 
the constraints in which to obtain an action [20].  
What If. This explanation type also involves user interaction 
in specifying input conditions and the application simulating 
what would happen. We recommend what if explanations for 
non-recommenders and more self-contained applications, for 
which users indicated strongest demand. 
What Else. The what else explanation provides information 
closely related to the situation explanation. The latter pro-
vides situational awareness, while the former provides more 
information about what the application has done. Unsolicited 
demand for what else information is low, but becomes sig-
nificant when participants are aware of its availability. This 
indicates an intrinsic need for this type of explanation. What 
else explanations are also important in critical situations 
when users hope that the application is doing more to remedy 
or handle the critical situation. 
Visualization. Given the general demand and effectiveness 
for this intelligibility type, we recommend providing visuali-
zations to augment explanations. 
Certainty. Providing certainty information is particularly 
important for applications that are goal-supportive where 
users want to know how certain the application is in its deci-
sion or action, and for applications that rely heavily on exter-
nal sources and sensors. Certainty values that we provided 
for this study were over 90%, but we suspect that if low cer-
tainty accuracies are reported to the user, this may hurt their 
impression of the application. As applications can have vary-
ing levels of certainty when in use, it may not be wise to al-
ways show certainty information. 
Control. For context-aware applications, this intelligibility 
type would support users changing parameters in the concep-
tual model that were originally set by the developers or 
learned by the system. However, when users adjust such pa-
rameters, they may be making poorer choices than the devel-
opers or the underlying machine learning algorithm, and may 
ultimately hurt the application accuracy. Nevertheless, it may 
be important to allow users to change these settings, but cau-
tion them about the danger of doing so. 

Design Prescription 
We synthesize our findings and discussion to produce an 
initial attempt at a design prescription on what and how to 
provide and implement intelligibility types for context-aware 
applications. We propose a four-step procedure, and use 
UbiGreen [13] as an example application to illustrate this and 
for external validity. UbiGreen is a mobile context-aware 
application that uses a wearable sensor to recognize physical 
activity relating to sustainability (green) actions. The applica-
tion tracks the accumulation of green actions and displays a 
corresponding rewarding wallpaper on the phone throughout 
the week. The steps are as follows: 
I. Map application to moderating circumstances. Determine 
whether the application will encounter high or low moderator 
rating values. Table 8 shows the mapping for UbiGreen. 



II. Referring to Tables 6 and 8, determine which intelligibil-
ity types to provide and prioritize them in order of recom-
mendation. 
III. Consider issues (such as obtrusiveness and privacy) that 
would lead to trade-offs with when and how to provide intel-
ligibility. Table 9 lists concerns for UbiGreen, and Table 8 
presents ways to provide intelligibility types. 
IV. Summarize selections of intelligibility types with justifi-
cations. We provide Table 10 as a template for this summary 
and filled it out with details for UbiGreen. 

LIMITATIONS 
We acknowledge three limitations of our approach. First, we 
do not claim our list of moderating circumstances to be com-
prehensive; there are other explanation types that could be 
important to context-aware applications (e.g., history, similar 
examples), and other circumstances (e.g., more vs. less 
autonomous systems). Second, our participants had to imag-
ine using the various applications through video and text. We 
used this approach to garner opinion from a larger pool of 
participants and to investigate a range of multiple context-
aware applications. However, this does not mitigate the need 

to investigate the demand for intelligibility features in de-
ployed systems, where users can get real-time feedback, have 
internal motivations and goals, and can draw on past experi-
ence of using the system. Third, since we drew our partici-
pants from the Internet, and a relatively new platform, Me-
chanical Turk, our population is not a representative sample 
of the general public (see [25]). Our sample (ethnicity 32% 
Asian / Pacific Islander, education 37% 4-year college edu-
cated, 18% with post-graduate degree; 27% students) is more 
representative of an internet-savvy population, and should be 
representative of technology early adopters. This population 
is appropriate, as we are dealing with the adoption of novel 
technologies. 

CONCLUSIONS AND FUTURE WORK 
We have described two experiments about a wide range of 
scenarios with four context-aware applications to assess user 
demand for intelligibility and the impact on user satisfaction 
when those demands are met. From a question asking per-
spective, we have elicited a set of intelligibility types (appli-
cation, situation, input, output, model, why, why not, how, 
what if, what else, certainty, control) users of context-aware 
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L H L H L H L H L H 
Input     1      1 

Output     2    1   
Why 1 1 1 1 2       

Why Not   1  1  2    1 
How 1 1 1 1 1   1  1  

What If     1   1  1  
What Else     2       
Visualiza-

tion 1 1   1 1   1   

Certainty 1    2  1     
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Control 1  1  2       
Situation     2       

Table 8: Design prescription of which intelligibility types to 
implement depending on the circumstances encountered by and 

functionality of the candidate context-aware application. 
L=Low, H=High, 1=recommended, 2=highly recommended 

Provision Type Tradeoffs 
Always on  
(always available 
display) 

Obtrusive and space consuming. Only suitable for 
displays that are persistent (e.g. peripheral or kiosk 
displays). 

Automatic  
(always show, 
event-based) 

Could be obtrusive for frequent events. May want to 
deactivate after a while. 

Adaptive / Intel-
ligent  

The system uses context to determine when to provide 
explanations. Applications with poor accuracy may 
provide or omit providing explanations at inappropriate 
times. 
This can be used to determine the most crucial time to 
send privacy-sensitive information. 

On Demanda 

(always available 
option) 

Least obtrusive, but may not expose user frequently 
enough to improve their understanding. 

On Demande  
(event-based 
availability) 

Allows users to get intelligibility features contextually.  

Table 8: Reference of provision types to handle tradeoffs               
between providing intelligibility and other issues. 

Moderator Lo Hi 
Inappropriateness   
Criticality   
Goal-Supportive   
Recommendation   
Externalities   

Table 8: Circumstances map-
ping for UbiGreen. 

 
 

Issues Concern 
Obtrusiveness Med 
Personal Privacy Low 

Table 9: Issues mapping for 
UbiGreen. 

 
 

Intelligibility Type Provision Priority Details / Comments 
Situation -   

Input -   
Output -   

Why On Demande Med To support curiosity or deal with expectation mismatches. 

Why Not On Demanda High Needed to answer why certain activities were not recognized and 
recorded. 

How On Demande Med Providing this intelligibility type may be controversial, since this 
information would allow users to game the system. 

What If -  Implementing this would also support gaming of the system. 
What Else -   

Visualization (with others)  To augment textual explanations. 
Certainty Always Med Though important to have, it is more appropriate to show cer-

tainty at the event level (e.g. detection of various activities), than 
at the cumulative level (i.e. wall paper display of progress). 
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Control On Demanda Med Expose user model and sensor thresholds to allow tweaking. 

Table 10: Design prescription for UbiGreen. 

 
 

 

 

 

 



 

systems may be interested in, and several circumstances that 
may moderate when this demand changes (Inappropriateness, 
Criticality, Goal-Supportive, Recommendation, External-
ities). Our findings suggest that some intelligibility types 
(e.g., why, certainty, control) should be made available for all 
context-aware applications, while some are more useful for 
specific contexts (e.g., why not for goal-supportive tasks). 
We believe that context-aware application developers can 
take these recommendations on when and how to provide 
different types of intelligibility features and dramatically 
improve user satisfaction with, and acceptance of, their con-
text-aware applications. 

We have found that even if certain intelligibility types are 
helpful to improve users’ understanding, they may not neces-
sarily want or seek them, and be more satisfied. We would 
like to investigate the interactions involved in increasing un-
derstanding and satisfying information demands to provide a 
more cohesive framework for intelligibility. We would like 
to test our findings in a field study with a deployed intelligi-
ble context-aware application. A fully-functional (or Wizard-
of-Oz) intelligible application will be able to support wider 
varieties of explanations for each intelligibility type (such as 
why not), and provide more relevant responses to the user.  
We have also recommended various delivery mechanisms 
(on demand, adaptive, and automatic) for providing intelligi-
bility features. We would like to investigate the trade-off 
between effectiveness and obtrusiveness of each provision 
type. 
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