
InfoCrystal:
A visual tool for information retrieval

Anselm Spoerri

& management

Center for Educational Computing Initiatives

Massachusetts Institute of Technology

Building E40-370, 1 Amherst Street, Cambridge, MA 02139

aspoerri@athena. mit.edu

Abstract

This paper introduces a novel representation, called

the InfoCrystalTM, that can be used as a visualiza-

tion tool as well as a visual query language to help

users search for information. The InfoCrystal visual-

izes all the possible relationships among N concepts.

Users can assign relevance weights to the concepts

and use thresholding to select relationships of

interest. The InfoCrystal allows users to specify

Boolean as well as vector-space queries graphically.

Arbitrarily complex queries cart be created by using

the InfoCrystals as building blocks and organizing

them in a hierarchical structure. The InfoCrystal

enables users to explore and filter information in a

flexible, dynamic and interactive way.

Keywords: Information visualization, visual query
language, information retrieval, graphical user interface,
human factors.

1.0 Introduction

Information is becoming available in ever growing

quantities as the access possibilities to it prolif-

erate. However, better methods are needed to filter

the potentially unlimited influx of information.

Researchers at Xerox PARC, for example, believe

that managing large quantities of information will

be the key to effective computer use in the 1990s and

that visual interfaces that recode the information in

progressively more abstract and simpler repre-

sentations will play a central role [Card 91].

Recent work in scientific visualization shows how

large data sets can be visualized in such a way that

humans can detect patterns that reveal the

underlying structure in the data more readily than a

direct analysis of the numbers would. Similarly,

information visualization seeks to display structural

relationships between documents and their context
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that would be more difficult to detect by individual

retrieval requests [Card 91].

Many of the visualization problems that are

currently being investigated involve continuous,

multi-variate fields that vary over space and time.

Hence, the transformation problem is simplified,

because the data has an explicit spatial structure

that can be exploited. This paper, however, will

address the problem of how to visualize abstract

information, such as a document space, that does not

have explicit spatial properties.

1.1 Problem Statement

This paper addresses the problem of how to enhance

the ability of users to access information by develop-

ing better ways for both visualizing abstract

information and formulating queries graphically. As

the amount of available information keeps growing

at an ever increasing rate, it will become critical to

provide users with high-level visual retrieval tools
that enable them to explore, manipulate, and relate

large information spaces to their interests in an

interactive way. We use the term “high-level”

because these tools are designed to give users flex-

ibility with both how to retrieve and how to explore

information. These tools provide users with a visual

framework that enables them to integrate and

manipulate information that has been retrieved by

different methods or from different sources.

The InfoCrystal is an example of such a high-level

retrieval tool and it has the following functionality:

1) Users can explore an information space along

several dimensions simultaneously without having

to abandon their sense of overview. 2) Users can

manipulate the information by creating useful
abstractions. 3) Similar to a spreadsheet, users can

ask “what-if” questions and observe the effects

without having to change the framework of a query.

4) Users receive support in the search process because

they receive dynamic visual feedback on how to
proceed. They can selectively emphasize the

qualitative or the quantitative information provid-

ed by the feedback to help them decide how to
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proceed. 5) Users can formulate queries graphically,
and they have flexibility in terms of the particular

methods used to retrieve the information. For

example, users can seamlessly move between a

Boolean and a uector-space retrieval approach, or

they can easily switch from a keyword-based to a

full-text retrieval approach.

This paper is organized as follows: 1) We will

consider a concrete retrieval example to set the

stage. 2) We will introduce the InjoCrys tal. 3) We

will review and compare relevant previous work

with the developed tool. 4) We will provide a brief

summary and talk about the research currently

underway.

1.2 Concrete Example

It is best to consider a concrete example to describe

some the problems a user currently faces when

searching for information. For example, if we are

interested in documents that talk about “visual query

languages for retrieving information and that

consider human factors issues” then the following

concepts could capture our interest: (Graphical OR
Visual), Information Retrieval, Query language,

Human Factors. Most of the existing on-line retrieval

systems use Boolean operators to combine the

identified concepts to forma query. On the one hand,

the most exclusive query would join the concepts by

using the AND operator. We performed such a query,

using a CD-ROM version of the INSPEC Database

for the years 1991-92. Only one document was

retrieved that contained all the four concepts. On

the other hand, the most inclusive query would join

the concepts by using the OR operator; it retrieved

19,691 documents. Hence, we are presented either

with too few documents or too many documents. How

should we proceed and broaden the exclusive query or

narrow the inclusive query to retrieve more relevant

documents? We will revisit this example after we

have introduced the InfoCrystal and we will show

how it could help users to modify the query

successfully.

2.0 The InfoCrystal

In this section we describe how we propose to help
users search more effectively for information. We

will first address the question of how to visualize

all the possible relationships among N concepts.

Towards that end we will develop the InfoCrystal,
whose elements can be selectively visualized to

emphasize the qualifatiue or the quantitative
information associated with them. Second, we will

demonstrate how the InfoCrystal can be used to

formulate Boolean queries graphically. We will also

show how the InfoCrystals can be used as building

blocks and integrated in a hierarchical structure to

formulate arbitrarily complex queries. Third, we

will show how users can assign relevance weights to

the concepts and use threshohiing to select relation-

ships of interest. We will describe the rank hzyout
and the bull’s-eye layout principle that visualize an

InfoCrystal so that the relationship with the

highest rank or the one with the largest relevance

score will lie in its center, respectively. Fourth, we

will show how the InfoCrystal can be generalized so

that vector-space queries can be specified graph-

ically. Finally, we will discuss how the InfoCrystal

can be integrated with a query outlining and a

navigation tool to enable users to create and main-

tain complex search queries.

2.1 Visualizing Relationships

How can all the possible combinations or relation-

ships among several search criteria be visualized in

a two-dimensional display ?

A multidimensional space could be defined, whose

dimensionality is equal to the number of criteria

that are being compared. This approach, however,

does not solve our problem, because we have to find a

transformation that maps the higher-dimensional

space into a two-dimensional display that still

captures the information that we are interested in.

Another approach is to use Venn diagrams to

visualize set relationships by intersecting geometric

shapes that represent each set. However, it is

difficult to represent all the possible relationships

among more than three sets in a visually compact

and simple way. We will now demonstrate how we

can move beyond the Venn diagram approach so that

all the possible relationships among N variables can

be represented at same time in an elegant way.

Figure 1 shows how a Venn diagram of three

intersecting circles can be transformed into an iconic

display. We start out by exploding the Venn

diagram into its disjoint subsets. Next, we represent

the subsets by icons whose shapes reflect the number

of criteria satisfied by their contents, also called the
rank of a subset. Finally, we surround the subset icons

by a border area that contains icons, also called
criterion icons, that represent the original sets.

The goal is to arrive at a visual representation

that lets users use their visual reasoning skills to

establish how the interior icons are related to the

criterion icons, and the following visual coding

principles are used in a redundant way

● Shape Coding: is used to indicate the number of

criteria that the contents associated with an
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interior icon satisfy (i.e., one -> circle, two -> rectangle,

three -> triangle, four -> square, and so on).

Proximity Coding: The closer an interior icon is

located to a criterion icon, the more likely it is

that the icon’s contents are related to it.

Rank Coding: Icons with the same shape are

grouped in “invisible” concentric circles, where

the rank of an icon is equal to the number of

criteria satisfied and the rank increases as we

move towards the center of an InfoCrystal.

Color or Texture Coding: is used to indicate which

particular criteria are satisfied by the icon’s

contents.

Orientation Coding: The icons are positioned so

that their sides face the criteria they satisfy.

Size or Brightness& Saturation Coding: is used to

visualize quantitative information-, i.e. the

number of elements represented by an icon.

Figure 1 shows the InfoCrystal that involves three

concepts. Figure 2 shows an InfoCrystal for four

search criteria. Figure 3 contains a schematic

representation of an InfoCrystal for five criteria (for

a detailed rendering see [Spoerri 93a]). The number

of possible combinations or relationships among N

different criteria grows exponentially and it is equal

to 2N -1 (excluding the case where documents are not

related to any of the criteria). We have developed a

layout algorithm that enables us to generate Info-

Crystals with N inputs (for a detailed discussion and

examples with N > 5, see [Spoerri, 1993a]). The

objective of this algorithm is to create a layout of

the interior icons that ensures that none of their

locations coincide. We call it the rank layout prin-

ciple, because it strictly enforces the rank coding

principle. However, it also attempts to resolve the

conflict between the rank and the proximity coding

principle that arises for the icons with rank two as

follows: We will represent icons that involve rela-

tionships between two non-adjacent criterion icons

twice and we will place them so that they are close

to their related criterion icons as well as at the

correct distance from the center (see Figure 2).

The user can selectively render the interior icons to

emphasize the qualitative or the quantitative
information associated with them: If the user is

interested in how the interior icons are related to the

inputs then they are displayed as shown in Figure 1.

If, however, the user wants to visualize the number

of documents associated with the interior icons then

the icons are represented as circular pie chart icons

whose size and brightness reflect the numerical

information (see Figure 3). The pie chart icons are

similarly oriented as the polygon icons and the

colors or textures of their slices indicate which

criteria are satisfied.

2.1.1 Example Revisited

In this subsection we show how the InfoCrystal

could help users modify the query example

introduced earlier so that they do not retrieve either

too few or too many documents. Figure 2 displays how

the contents of the INSPEC Database (1991-92)

relate to our four stated interests. The center icon of

the InfoCrystal represents the documents that

satisfy all the four criteria. In our example there is

just one document. We can easily broaden our focus of

interest by examining the icons that surround the

center icon and satisfy three of the four concepts.
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Figure 1: shows how we can to transform a Venn diagram into an iconic display, called the InfoCrystal, which represents
all the possible Boolean queries involving its inputs in a normal form (see section 2.2). The interior icons have the following
Boolean meanings: 1 = (A and (not (B or C), 2 = (A and C and (not B), 3 = (A and B and C), 4 = (A and B and (not C),
5 = (C and (not (A or B)), 6 = (B and C and (not A), 7 = (B and (not (A or C)).
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Figure 2: The number associated with an icon indicates
hoi many of the retrieved documents satisfy the conditions
represented by it. The icons with rank two that lie
diagonally opposite each other are represented twice,
because the ranking principle takes precedence over the
proximity principle.

For example, there are 22 documents that are

indexed under and are related to the (Graphical OR
Visual), information Retrieval, and Query Language
concept but not to the Human Factors concept. If we

wanted to move further away from our initial

interest then we could explore the 6 documents that

have been indexed under the Query Language and

Human Factors concept but not under the (Graphicai
OR Visual) or Information Retrieval concept. As the

above discussion indicates, the InfoCrystal enables

us to easily explore an information space and to

broaden or narrow our focus of interest.

The organization of the InfoCrystal ensures that

we can easily infer how the retrieved documents

relate to our stated interests. We can represent our

current interest by selecting the interior icons that

capture it. The selected interior icons can be thought

of as defining the “figure” and the not selected icons

as representing the “ground. The InfoCrystal allows

us to easily alter this figure-ground relationship.

Hence, we are not locked into just one way of viewing

the data, but we can explore an information space in

a flexible and fluid way.

2.2. Visual Query Language

The InfoCrystal has the desirable property that

each of its interior icons represents a distinct Boolean

relationship among the input criteria (see Figure 1).

Hence, the InfoCrystal can be used by users to specify

Boolean queries by interacting with a direct

manipulation visual interface. Users do not have to

use logical operators and parentheses explicitly.

Instead they need to recognize the relationships of

interest and select them. Users just have to click on

an interior icon to select or deselect the Boolean

expression associated with it.

In an InfoCrystal we partition the space defined by

its N inputs into 2N -1 disjoint subsets or constituents
in such a way that no information is lost. It can be

easily shown that any Boolean query that involves

the inputs of an InfoCrystal and that applies the

Boolean operations of union, intersection or negation

can be represented by the union of a certain number of

the constituents (i.e., all the possible queries are

represented in normal form by the InfoCrystal).

Hence, users can specify graphically any Boolean

query that involves the inputs by selecting the

appropriate interior icons, because each of the

constituents is represented by an interior icon. We

establish the intuitive convention that the elements

associated with the selected interior icons are

combined to form the output of an InfoCrystal. We do

not have to worry that certain elements appear more

than once because we are merging disjoint subsets.

It is worth stressing that users can select a subset of

interior icons in multiple ways: 1) They can select

specific relationships by clicking on the appropriate

interior icons. 2) Users can select subsets of interior

icons by clicking on the criterion icons, thereby

performing complex Boolean operations with only a

few mouse clicks. 3) They can activate the

appropriate interior icons by interacting with a

threshold slider and/or the weighting sliders for

the inputs (see Section 2.3 for explanation).

Existing visual query languages allow users to

formulate specific queries, but the proposed visual

query language enables users to formulate a whole

range of related queries by creating a single

InfoCrystal. For N inputs there are 2 to the power of

2N - 1 possible queries and each of them can be

specified by just selecting the appropriate interior
icons. Hence, in the case of five inputs there are over

2 billion possible queries and they are all

represented compactly by an InfoCrystal !
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2.2.1 Creating Complex Queries

The InfoCrystals can be used as building blocks and

organized in a hierarchical structure to create

complex Boolean queries. First, an InfoCrystal can be

thought of as having several inputs, represented by

the criterion icons, and as having an output that is

defined by the selected interior icons. Second, the

output of one InfoCrystal will be one of the inputs to

an InfoCrystal one level up in the query hierarchy.

The hierarchical query structure differs from a

simple tree structure as follows: The parent nodes do

not just inherit the data elements associated with

their children’s nodes. Instead there is an

intermediary step where the relationships among

the children’s nodes are represented by an Info-

Crystal. Users have to select the relationships that

should be included in the InfoCrystal’s output that is

passed onto the parent.

Figure 3 shows how the InfoCrystals can be

“chained together” to form a hierarchical query

structure. Similar to a spreadsheet, users can ask

“what-i~ questions by changing which interior icons

are selected in one InfoCrystal and obseme how the

contents of the dependent icons higher up in the

hierarchy change dynamically. Further, users can

build a library of queries in an incremental fashion,

where they can create complex queries by integrating

simpler ones.

2.2.2 Interfacing with the Retrieval Engines

The atom or “leaf” nodes of the query structure

represent the criteria that the user has decided not

to break down any further (see Figure 3, where the

atoms are represented by circular InfoCrystals). The

atoms specify the query statement that a retrieval

engine will use to search for information in the

selected database(s). Users can also specify at the

atom level whether to search the author, title,

keywords or abstract field, or whether to use

proximity or stemrnin gas a search strategy.

A key feature of the InfoCrystal is its flexibility:

1) It works for any data type, provided its

corresponding retrieval method returns unique data

identifiers, which are then used to initialize the

query structure. 2) Any retrieval method can be used

to initialize the query structure. Hence, at any point

in the search process users could switch from a

keyword-based to a full-text retrieval approach by

replacing an input criterion with a particular

document that better captures a specific interest. A

vector-space retrieval approach would then be used
to compute the similarity between the selected

document and the documents in the database(s).

2.3 Relevance Weights & Thresholds

There will be situations where the search criteria

are not of equal importance to a user. Further, users

can find it initially easier to retrieve information by

using a vector-space approach, where they can

assign relevance weights to their search interests

[Belkin 92]. We will now show how the InfoCrystal

can be generalized so that users can searnlessly move

between a Boolean and a vector-space retrieval

approach. As a first step, we show how users can

assign relevance weights to the inputs of an

InfoCrystal to reflect the degree of importance they

assign to them (see F@me 3). By interacting with a

slider, they can choose values between -1 and 1,

where negative weights indicate that users are more

interested in documents that do not contain the

concept represented by the input (i.e., the weight -1

is equivalent to the logical NOT). The assigned

weights can be used to compute a relevance score for

each interior icon by taking the dot product between

the vector of the input weights and a vector, whose

values are equal to 1 or -1 depending on whether the

corresponding criteria are satisfied or not by the icon.

By interacting with the threshold slider, users can

select only the interior icons whose relevance score is

above the current threshold.

2.3.1 Bull’s-Eye Layout

The key design principle used in the layout of the

interior icons of an InfoCrystal is to ensure that users

will find towards its center the relationships that

they consider as more important. So far we have

considered the rank layout that ensures that the

number of criteria satisfied by an icon increases as we

move towards the center of an InfoCrystal. We will

now describe how users can display the interior icons

to reflect the current setting of the relevance

weights. This mapping, called the bull ‘s-eye layout,
causes the relationships with a higher relevance

score to be placed closer to the center (see Figure 3.b).

We use a novel polar representation to determine the

placement of the interior icons. The radius value is

determined by the relevance score. The angle,

however, is not affected by the weights. It is a

function of the line that passes through the

InfoCrystal’s center and the center of mass of the

criterion icons that is computed as follows: a vector

pointing towards a criterion icon that is satisfied by

an interior icon receives a positive mass of 1,

whereas the vector pointing towards a criterion that

is not satisfied receives a negative mass of -1. Thus,

the center of mass and hence its associated interior
icon will be closer to those criterion icons that the

interior icon satisfies than to those it does not.
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Figure 3: shows how the InfoCrystats can be organized in a hierarchical structure (shown here in terms of the captured bit-

mapped screen display). Users can interactively change the way the InfoCrystals falter their inputs and they can dynamically

observe how the information coming in through the circular InfoCrystals is propagated through the query structure. The
interior icons that are shown in solid black indicate that they have been selected by the user to define the output of an
InfoCrystal. Some of the InfoCrystals are displayed only as an outline, but the user can just click on them to view them in
full detail. (a) Shows the top-level InfoCrystal, using the rank layout principle, where the selected icons are rendered, using a
pie chart representation, to emphasize the quantitative information associated with them. (b) Shows the bull’s-eye layouf of
the interior icons when the input weights are set to -0.5,0.7, -0.8, 1.0 and 0.2; and it shows which icons will be selected if
the threshold is set to -0.7 (in this case all of them).
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(a) (b) (c) (d) (e)

Figure 4: shows the distribution pattern of the relevance scores of all the document vectors that lie in the cube ([-1, 1];
[-1, 1]; [-1, 1]}, using the bull’s-eye layout principle that takes into account the particular values of the input weights.
(a) - (d) Show the dktribution patterns for input weights (1,1,1), (1,1,-1), (-0.75,1,-0.25), and (0.85,-0.6,-0.4), respectively.
The white criterion icon represents the fust criterion, the spotted criterion icon the second one, and the black criterion icon
represents the third criterion. (e) Shows the clustering of the relevance scores of the documents that satisfy one or two of the
input criteria, respectively, where the input weights are (1, 1,1).

2.4 Visualizing Vector-Space Queries

So far we have considered the discrete case where a

document either satisfies a criterion or not at all. We

can generalize the InfoCrystal so that we can

consider the continuous case where documents have a

value between -1 and 1 to reflect the degree to which

a criterion is (not) satisfied. This allows us to specify

vector-space queries graphically, since the vector-

space approach computes the relevance score of a

document by taking the dot-product of the vectors of

the index terms that represent the query and the

document respectively [Belkin 92].

We can apply the bull’s-eye layout principle to

visualize how the retrieved documents satisfy the

input criteria to varying degrees, where the vector

pointing towards a criterion icon is now scaled by the

degree to which the criterion is (not) satisfied by a

document (see Figure 4). Documents with high

relevance scores are displayed closer to the center of

an InfoCrystal. Documents with low relevance scores

are displayed further away from the center, where

the ones with lowest possible score lie on the circle

shown in the interior of an InfoCrystal.

When mapping an N-dimensional space into a

two-dimensional display, we are faced with the

challenge of how to compress the information in such

a way that it still captures what we are interested

in. The polar transform used to map the documents

has the attractive feature that it not only visualizes

the ranking of the relevance scores, but it also

provides users with a qualitative sense of how the

ranked documents are related to the input criteria.
For example, in Figure 4.b the input weights are

equal to (1,1, -l), and as expected the documents with

the lowest score are displayed close to the third &

black criterion icon for the following reasons: 1) The

documents that do not satisfy the first and second

criteria, but that satisfy the third one, will receive

the lowest score, because of the way we set the

relevance weights. Hence, these documents should be

displayed the furthest away from the center.

2) On the basis of the proximity principle, we expect

documents that only satisfy the third criterion to be

displayed closer to the third criterion icon and

further away from the other two criterion icons.

Figure 4.e shows that the documents, which satisfy

the same criteria and are therefore represented by

the same interior icon in the discrete mode, will

cluster in an orderly fashion when shown in the

continuous mode (for a more detailed discussion and

further examples, see [Spoerri 93b]).

2.5 Additional Visual Tools

In this subsection we will briefly describe how the

InfoCrystal can be integrated with a query outlining

and a navigation tool to enable users to create and

maintain complex search queries.

2.5.1 The Query Outliner

This tool enables users to incrementally structure

complex search queries by creating a hierarchical

query outline. The query outliner has a similar

functionality as the familiar outlining tool

available in word-processing packages. The query

outliner solves the problem of how users can easily
annotate and summarize in a word or two what the

nodes in a query hierarchy represent. Librarians
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often suggest to users to generate a structured list of

their search interest, where quasi-synonymous words

are ORed and the different synonym lists are then

ANDed [Cooper 88]. The query outliner enables users

to easily generate such structured lists.

2.5.2 The Query Overview

This tool provides users with a spatially compact

overview of a complex query (see Figure 5). Users can

use it to navigate through the hierarchical structure

of a query. This representation is based on the Tree-

Map technique proposed by Johnson & Shneiderman

(1992) for visualizing large hierarchical structures.

Figure 5: The query over-
view visualizes the nesting

structure of a query. It
shares similarities with a
“Russian doll”, with the
difference that a larger doll

can contain more than one

smaller doll.

The purpose of the query overview is to give users

a quick insight into the query structure, thus making

it possible for them to locate quickly an InfoCrystal

that needs to be reprogrammed. Users can navigate

through the structure by clicking on the rectangle

that represents the InfoCrystal of interest.

3.o Comparison with Relevant Previous Work

In this section we will briefly review and compare

the developed tool with relevant previous work. We

will focus on the shortcomings of existing proposals

and indicate how the InfoCrystal addresses them.

We hope this type of exposition will better motivate

the approach taken in this paper.

3.1 The Exact-Match Boolean Model

This model is used by current on-line retrieval

systems and users need to use Boolean operators to

formulate queries:

● Boolean queries can be difficult to generate [Belkin

92].

0 The InfoCrystal enables users to specify queries

●

graphically. ‘Users select relationships of interest
instead of having to use logical operators and

parentheses.

Difficult to control output: Either too few or too

many documents are retrieved. Further, a pure

Boolean approach does not rank the retrieved

documents [Salton 88].

O The InfoCrystal displays the retrieved documents
in a ranked order that enables users to control the

output (i.e., the relevance of an icon increases as we

move towards the center of an IrtfoCrystal).

● Difficult to browse: Numerous Boolean queries are

needed to provide a sense of the information space.

O The InfoCrystal facilitates browsing because it

provides an overview and shows how the

information relates to the user’s interests. Such a

display is more likely to decrease the confusion

that is a natural part of the early stages of the

search process [Kuhlthau 90]. Further, many users

initially prefer to browse, because it places less

cognitive load [Campagnoni 89].

3.2 Best-Match Models

Best-Match models use statistical techniques and

vector-space models to compute the similarity be-

tween documents and they rank the retrieved docu-

ments based on some relevance measure [Belkin 92]:

● “Tunnel vision”: A ranked linear list provides users

with a limited view of the information space and

it does not suggest directly how the space could be

explored in other ways.

O The InfoCrystal does not lock users into just one

way of viewing the data, but they can explore an

information space in a flexible and fluid way.

● Little search support: The ranked list does not

provide users with the information needed to

modify a query if the need arises.

O The InfoCrystal helps users decide how to proceed

in the search process because the quantitative

information associated with an interior icon tells

them how much additional items they can expect

if they select it. Further, the bull’s-eye layout

shows users in a qualitative way how the ranked

items are related to the input criteria.

3.3 Overview Maps

Several researchers have suggested that some sense

of the “landscape” of a document space could help

users in the search process:

●

●

mSemantic Maps: Lin et al. IS

(1991) use Kohonen nets to

cluster and display the con- s.

tents of a document space. VI

BEAD: Chalmers et al. (1992) _

b!!!-1Ppropose a system where’interl 1~k●i\ ,’(9(; 9;, II

particle forces tend to make ‘t\: , V*1,
IIQII

similar articles move closer # \l,9, ,,!’~11,

and dissimilar ones move

apart in 3D space.
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● VIBE (Visualization By ‘9! “‘u , . . . . . . . ..~..’, .:OB. . ‘,,.- .md‘.-:Example): Korfhage et

al. (1991) propose a

system where the contents

of a document space are

displayed based on their

similarity to several doc-

uments of interest (DOI)

selected by the user.

These three overview maps

limitations:

‘%s document could be
related to sll five of DOIS
orjustto A& Cor B&E.

have the following

● Approximate & hard to interpret These overview

maps are approximate and information is lost

because higher-dimensional information is

mapped into a lower-dimensional space.

O The InfoCrvstal imvoses a structure on how an, ,
information space is

visualized so that each

intenor icon has a precise

interpretation. The Info-

Crystal partitions the

retrieved documents into

disjoin t subsets where no

information is lost.

● Difficult to represent multiple relationships: i.e.,

where do users find the documents in a semantic

map that are related to IR, VI and QL?

O The InfoCrystal represents all the possible
relationships among its inputs.

● Scaling Issue: The three overview maps become

computationally expensive and difficult to inter-

pret as the size of the document space increases.

O An InfoCrystal scales well because its

organization is size independent.

● No visual query language: All the three overview

displays can not be used to formulate queries

graphically.

O The InfoCrystal is both a visualization tool and a

visual query language.

3.4 Visual Query Languages

Some of the visual query languages that have been

proposed are the following

● Michard (1982) uses Vem diagrams to represent

Boolean queries, but for reasons addressed

previously at most three criteria can be considered

at the same time.

● Anick et al. (1990) and Young et. al. (1992) use the

following visual grammar to represent Boolean
queries: The logical AND is visualized by

requiring that tiles / attribute

menus are in the same row but in

a different column. The logical

OR is represented by requiring

that the attribute menus are

placed in the same column but in

different rows.

Am Bwo(CoRD)

Existing visual query languages suffer generally from

the following limitation:

● Can only formulate specific queries: The

organization of a query needs to be modified to

generate a different query.

Q A whole range of related queries can be specified

through a single InfoCrystal, which represents in

normal form all the possible Boolean queries

involving its inputs. In the case of vector-space

queries, users can interactively assign relevance
weights to the concepts and use thresholding to

select documents.

4.0 Conclusion & Future Work

This paper has presented a novel representation,

called the InfoCrystalTM, that can be used both as a

visualization tool and a visual query language. The

InfoCrystal can be used to visualize all the possible

discrete as well as continuous relationships among N

concepts. In the discrete case, the InfoCrystal uses

proximity, rank, shape, color and size coding to

enable users to see in a single view how a large

information space relates to several of their

interests. In the continuous case, a novel polar

representation has been presented that visualizes

the relevance scores of the retrieved documents and

provides users with a qualitative sense of how the

ranked documents are related to the input criteria.

Users can assign relevance weights to the concepts

and use thresholding to select relationships of

interest. Users can also selectively emphasize

the qualitative or the quantitative information

associated with the interior icons of an InfoCrystal.

Further, users can decide to visualize an InfoCrystal

in such a way that the relationship with the

highest rank, called the rank layout, or the one with

the largest relevance score, called the bull ‘s-eye

layout, will lie in its center, respectively.

The InfoCrystal allows users to specify Boolean as

well as vector-space queries graphically. Complex

queries can be created by using the InfoCrystals as

building blocks and organizing them in a

hierarchical structure. The InfoCrystal can be

integrated with the query outliner and the query
overview tools to emble users to create and maintain

complex search queries. Finally, we briefly reviewed
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and compared the InfoCrystal with relevant

previous work. We focused on the shortcomings of

existing proposals and indicated how the

InfoCrystal addresses them to better motivate the

approach taken in this paper.

The InfoCrystal is designed to perform extensive

and complex information explorations that are

currently quite expensive to perform using

commercial databases. However, we believe that

these costs will continue to fall considerably as more

users will make use of the increased access

possibilities to information as more user-friendly

retrieval tools will become available. Hence, given

the nature of the on-going information explosion, we

believe that it is critical to develop high-level

visual retrieval tools now that have the

functionality as we defined it in our problem

statement. The InfoCrystal is an example of such a

high-level visual retrieval tool that is designed to

give users flexibility with both how to retrieve and

how to explore information. The InfoCrystal

provides users with a visual framework that enables

them to integrate and manipulate information that

has been retrieved by different methods or from

different sources in a flexible, dynamic and

interactive way.

We are currently completing the implementation

of the InfoCrystal on the Macintosh. We are also in

the process of integrating some of its functionality

with the CONIT expert retrieval assistant system

[Marcus 91]. Further, we will conduct formal user

studies to test the effectiveness of the InfoCrystal.
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