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Abstract 

In this paper, a multimedia synchronization model is 
proposed. The purpose of this model is description 
for temporal relationships(i.e. time ordering and syn- 
chronization for multimedia presentation) among vsr- 
ious media. In the model, user interactions, such as 
conditional branching and menu selection, are also con- 
sidered. For the description of the temporal relation- 
ships, Boolean Expressions are used. The concept of 
media objects would be a great help to manipulate mul- 
timedia data. The functions of the media objects are 
defined in this paper. A media object is an entity that 
contains associated data and a media variable represent- 
ing its presentation state. Various types of media are 
classified into two types: OUTPUT and INPUT media 
objects. OUTPUT media objects have data perceived 
by the user such as graphics, image, drawings, snimzlr 
tion, audio and video. INPUT media objects such as 
buttons and menus can handle input from the user. 

Temporal relationships among media objects can be 
represented by a set of presentation expressions consist- 
ing of a boolean expression; three logical operators( and, 
or, and not) and media variables. The value of the 
media variable indicates the state of media(e.g., in the 
case of video object, it has two states; playing and not 
playing.) Furthermore, by describing temporal relation- 
ships between input media objects and output media 
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objects, user interaction can be successfully described 
in our model. 

A multimedia animal guide system, prototype system 
base on the model, was implemented. The system can 
synchronously present the media such as video, audio, 
image, and text, and can explain the feature and charac- 
teristics of animals, and the sequence of the presentation 
can be controlled by the user. 

1 Introduction 

The increasing power of computer processors makes pos- 
sible the use of new representation media such as graph- 
ics, still pictures, sound sequences and even audio-visual 
sequences. While conventional paper-based applications 
consist of text, pictures, and drawings, multimedia ap- 
plications consist of various media. A medium denotes 
a type of information such as text, graphics, image, an- 
imation, audio, and video. 

For the management and processing of such multi- 
media information, data of different media types must 
be combined for use in presentation to the user. The 
process of combining data in this manner is commonly 
known as media composition. Composition generally 
takes spatial and temporal form@]. 

Spatial composition is concerned with the combina- 
tion of media components in space, such as images over- 
lay or text with image. The techniques in this type 
of composition must consider size, rotation and place- 
ment of participating components. There has been 
au effort to standardize the aspects of data integra- 
tion with respect to spatial types. The Office Docu- 
ment Architecture(ODA)[;Z is one such standardization 
whose efforts have resulted in both logical and layout 
representations for multimedia documents. These rep 
resentations develop a hierarchy of objects with object- 
oriented paradigm. A similar methodology is defined 
for exchange of temporal relationships occurring within 
documents, including parallel and sequential relation- 
ships [4]. 

For temporal composition, a time ordering assigned 
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to the presentation of the elements of the multimedia 
object is required. Consider a multimedia slide presen- 
tation in which a series of verbal annotations, or audio, 
must accompany a set of images presented. The pre- 
sentation of the annotations is sequential, as it is for 
the images. Points of synchronization correspond to the 
change of image segments and the end of a verbal an- 
notation. Figure 1 shows an example of rather coarse 
synchronization among objects. A multimedia system 
must preserve the timing relationships among the ele 
ments of the object presentation at these points of syn- 
chronization by the process of temporal composition. 

On the other hand, The component consists of a se- 
quence of frames. During the display of one video frame, 
the corresponding sequence of audio samples does not 
comprise a logical information unit for which we can 
apply synchronization points. Some other form of coor- 
dination, therefore, is necessary to satisfy a tight syn- 
chronization requirement (e.g., lip synchronizattion[6]) 
between two streams dbring playback. Specific synchre 
nization points among these types of multimedia objects 
do not exist except at the beginning and the end of the 
data sequences; rather, an ongoing form of synchroniz& 
tion is necessary. 

Figure 1: Time Dependent Document 

Temporal relationships among the media may be im- 
plied, as in the simultaneous acquisition of voice and 
video, or may be explicitly formulated, as in the case of 
a multimedia document including voice annotated text. 
In either situation, in order to schedule properly the 
synchronization of media with vastly different presen- 
tation requirements, the characteristics of media and 
relationships among them must be formally described 
and manipulated. 

Although the problem of multimedia synchronization 
haa been addressed by various applications, there is no 
general expression or notation for describing synchro- 
nization relationships among units of multimedia in- 
formation. Tb present, there have been some efforts 
to standardize these aspects, but their synchronization 
model can not specify user interactions. For the pur- 

pose of integration of multimedia synchronization and 
user interaction, we propose a multimedia synchroniza- 
tion model in which user interaction can be successfully 
specified and various types of inter-media synchroniza- 
tion- can be generalized. 

Furthermore, we implemented a prototype of multi- 
media animal guide system based on our model. It can 
control the presentation of various media(video, audio, 
image, and text) to explain the feature and character- 
istics of animals, and the user can also control the se- 
quence of the presentation. 

This paper is organized as follows; in section 2 the 
concept of media objects is described, sections 3 and 4 
give the definition and semantics of presentation expres- 
sions and its presentation algorithm, and section 5 de- 
scribes the description of inter-media synchronization. 
Finally in section 6, the prototype of an animal guide 
system implemented is explained. 

2 Concept of Media Objects 

2.1 Classification of Media Objects 

A media object is an entity that contains associated 
data and a media variable representing its presentation 
state. Multimedia information is composed of combina- 
tion of media objects, therefore, an object is also used 
as an unit of multimedia information; the word “media” 
simply means type of media object. 

Figure 2 shows the classification of media objects. 
All media objects are classified into the following three 
types: 

1. OUTPUT media object 

An OUTPUT media object is one which has data 
perceived by the user such as audio, video, still im- 
ages and graphics. OUTPUT media objects are 
classified according to their associated data. OUT- 
PUT media objects that have time dependent me- 
dia (TDM for short) are called TDM objects, while 
those that have time independent media (TIM for 
short) =e called TIM objects. TDM, such as video 
and audio, can be expressed as function of time and 
takes into account the characteristics of continuous 
data streams, while text, still picture and graphics 
are called TIM in this sense. 

2. INPUT media object 

An INPUT media object is one which can handle 
input from a pointing device such 1u a mouse, pen, 
or touch sensor. By introducing INPUT media ob- 
jects and describing temporal relationships among 
INPUT and OUTPUT media objects, user interac- 
tion can be successfully described in our model. 
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I Figure 2: Classification of media objects 

3. CONTROL medidobject 

A CONTROL media object is introduced in or- 
der to specify temporal attributes. The CON- 
TROL media objects have no data to present to 
the user while the OUTPUT and INPUT media 
objects have data perceived by the user. They all 
have a timer which can indicate the presentation 
period to the TIM objects. An attribute ‘dur+ 
tion’, the initial value of the timer, is used in a 
certain multimedia application which the TIM ob- 
jects sequentially presented such as an automatic 
slide show application (see 5.5). 

2.2 Definition of a Media Variable 

Each media objects has a media worioble which indicates 
its internal presentation state and takes a boolean value 

( i.e. 0 or 1). The meaning of the value is different 
according to the type of media objects: 

1. In the case of OUTPUT media objects, 

Its media variable indicates whether there remains 
the allowable presentation period or not. If an au- 
dio object has 3-second-long audio sequence, for 
instance, the allowable presentation period in this 
object indicates 3 seconds. At the beginning of pre 
sentation, the value of all media variables are ini- 
tialized to 1. When the audio object is completely 
finished, the media variable changes to 0. 

2. In the case of INPUT media objects, 

Its media variable indicates whether it is selected 
or not by the user. The variable is initialized to 1 
and if the INPUT media object is selected by the 
user, the value changes from 1 to 0. Once the value 

CL timer 

becomes 0, two cases exit according to the type 
of INPUT media objects. First, the value never 
changes and second the value changes from 0 to 1 
when the object is selected again. 

3. In the case of CONTROL media objects, 

Its media variable indicates whether its own timer 
expires or not. As mentioned before, a CONTROL 
media object has a timer and an attribute ‘dura- 
tion’ which indicates initial value of the timer. As 
for CONTROL media objects, ‘presentation’ means 
counting down its own timer from the initial value 
indicated by ‘duration’. As long as the timer does 
not expire, the value of its media variable remains 
1. When it expires, the value changes from 1 to 0. 

3 Semantics of Presentation Ex- 
pressions 

Temporal relationships among media objects are de- 
scribed by a set of logical expressions. Our multime- 
dia presentation model is based on these expressions. 
We call them presentation expressions. The presen- 
tation expression consists of logic operators(and, or, 
not) and some logical variables called media variables as 
mentioned before. Each media variables takes boolean 
value; the presentation expression also yields boolean 
value which takes 1 or 0. 

In the case of INPUT media, the presentation variable 
indicates whether or not INPUT media object can be 
handled through the input devices. 

In the case of OUTPUT and CONTROL media, when 
the presentation value changes from 0 to 1, the media 
object can be presented unless the media value is 0. 
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If the presentation value turns into 0, the presentation 
is suspended. For example, in the case of a video se- 
quence, if the media value changes from 1 to 0 and the 
presentation value remains 1, the presentation of the 
video object cannot be continued. At this moment, the 
video object may show the last frame image of the video 
sequence until the presentation value has ones. 

4 Presentation Algorithm 

The algorithm for the presentation is simple. Assume 
that n is the number of media objects included in the 
multimedia presentation, and that the i-th media ob- 
ject has a media value rni and presentation value of 
i-th presentation expression is denoted by pi. The log- 
ical expression Li generally takes n media variables 
ml,. . . , m, as arguments; 

Pi = Li(%, .-.,mls) 

Presentation algorithm is shown as follows: 

1) 

2) 

3) 

4 

5 

Initialize rni into 1 and initialize pi into 0 for all i. 

Evaluate the logical expression Li for all i, and then 
set the result of the evaluation to the present% 
tion variable p;. If pi changes from 0 to 1, start 
or resume presenting the i-th media object. If pi 
changes from 1 to 0, suspend the presentation of 
i-th media object. 

During the presentation, if any changes of the value 
mi for all i occur because of finishing the presen- 
tation of OUTPUT media objects or by selecting 
INPUT media objects, then go to 2). 

go to 3). 

Description of Basic Interme- 
dia Synchronization 

Three types of inter-media synchronization exist, in gen- 
eral, that are sequential fype, simulfoneous fypc and in- 
dependent fype[7]. In this paper, we discuss only about 
sequential and simultaneous types; both of them are 
significant to describe explicitly, because independence 
means that no relationships exist and no synchroniza- 
tion occur between two or more media. Any tempo- 
ral relationships can be expressed by the combination 
of sequential and simultaneous type relationships. Se- 
quential relationship is also called “series” in (51, and 
synchronous one is called “parulleZ” in (11. If the rela 
tionship between media objects is sequential type, the 
presentation of each media objects occurs after another. 

On the other hand, if the relationship is simultaneous 
type, the presentation starts together at the same time. 

The following examples show how to describe the ba- 
sic intermedia synchronization using presentation ex- 
pressions and media variables. 

5.1 Simultaneous 
between TDM 

Relationships 

Inter-TDM synchronization is explained. Let us con- 
sider an example of simultaneous relationships between 
the audio and video streams. In this case, each presen- 
tation of two media starts together at the same time. 
Note that there are two case about how to complete 
the presentation; (l)first, they compIete the presenta- 
tion simultaneously, that is, the presentation of both 
two media finish simultaneously when the presentation 
of one media completes even if the other is in progress, 
(%)Second, on the contrary, even if the presentation of 
one media complete, the other cannot be interrupted. 

Assume that the media value of the video and the 
audio are m&&, and ma&i0 respectively. In the case of 
(l), the relationship can be described as follows; 

pvidco = mvideo and mordio 

Pordio = mvidto and mardio 

At the first time, both ‘n&oi&o and ?-r&d;,, are initial- 
ized as mvideo = 1 and mor&o = 1. Each logical expres- 
sion (that is, presentation expression) is evaluated, and 
a~ a result, poi&o = 1 and par&o = 1. Therefore, the 
presentation of each media starts. When the presen- 
tation of audio complete, the value of r&r&o changes 
into 0. This change is detected, and each presenta- 
tion expression is evaluated again, then poi&o = 0 and 
Pardio = 0. Thus, the presentation of these media si- 
multaneously finish. 

In the case of (2), the relationship can be described 
as follows; 

pvidco = mhdeo or mardio 

Pcrdio = meidea or mOrdi0 

Both pv idco and pardio change into 0, only when 

mvidc0 = 0 and maS,Jio = 0. This causes each pre- 
sentation to finish independently. 

5.2 Simultaneous Relationships 
between TDM and TIM 

Consider, for example, the case that the image media 
object as TIM is displayed on the screen during same 
presentation period of TDM such a audio media ob- 
ject. The media value of image media object denoted 
by mimoge is always 1. This type of synchronization is 
described as follows; 
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Pimogc = mvideo 

Pvidco = mrideo 

Both pimoge and pvi&O change into 0 when m, 
changes into 0. So each media object has the same pre- 
sentation period. 

5.3 Sequential Relationships between 
TDM 

Let us consider that there are sequential relationships 
between two TDM objects. The presentation of one 
media object starts after the end of the other one. In the 
case of the sequential relationships between two video 
sequences, for example, this type of synchronization is 
described as follows; 

Paideol = mridcol 

Poideo2 = ( not ‘%idcol) and %ideo2 

At the first time, both mri&ol and ntvi&oa are initial- 
ized as ?&i&o1 = 1 and maiho2 = 1. Each presentation 
expression is evaluated, and as a result, &i&o1 = 1 
and Pridco2 = 0. Therefore, the presentation of video1 
begins to start, but the presentation of video 2 is not 
invoked. When the presentation of video1 complete, the 
value of moidcol changes into 0, but mei& remains 1. 
This change is detected, and each presentation expres- 
sion is evaluated. Then the value of &i&o2 changes from 
0 to 1. These events occur sequentially. 

5.4 Temporal Relationships with User 
Interaction 

In order to integrate the user interaction to the model, 
we introduce INPUT media. There are various types of 
synchronization between INPUT media and any other 
media. One example of such synchronization is shown 
as follows. 

When the user select the button displayed on the 
screen, in other words, clicks it with mouse, the media 
value of the button media object denoted by mbrtton 
changes from 1 to 0. The following expressions show 
the case that the presentation of video begins when the 
button is clicked. 

Pvideo = ( not mbrttoa) and moideo 

Pbrtton = mbuttotr 

At the first time, both mriho and 71ZbrttoS are initial- 
ized as moi&o = 1 and mbrtton = 1. Each presentation 
expression is evaluated, and as a result, pride0 = 0 and 
pb,,tt,,,, = 1. Therefore, the presentation of video me- 
dia does not start. When the user clicks the button, 
the value of mbSttO,, changes into 0. This change is de- 
tected, and each presentation expression is evaluated 
again. The presentation value of &i&o changes from 

0 to 1, and the value of pb,,tton changes from 1 to 0. 
Thus, the presentation of video begins, and it becomes 
impossible for the user to select the button. 

Furthermore, in order to implement a menu selection 
- a user can select several items displayed as buttons 
which the user clicks with the mouse, e.g., if 3 items in 
the menu, 3 buttons required - we use the following 
expressions; 

?hideo,l = ( not mbrtton,l) and %ideo,l 

Pridco,:! = ( not mbrtton,l) and mrideo,2 

. . . 

Pvidco,n = ( not mbrtton,n) and mtcdeo,a 

Pbrtton,l = mbrtton.1 ad -. . and mbrtton,s 

Pbrtton,2 = mbrtton,l ad . . . and mbrttou,n 
. . . 

Pbrttonp = mbrttor,l and . . . and mbrttor,n 

When the user clicks the i-th button{1 < i 5 n), 
the ‘value of mbrtton,i changes into 0. Therefore, the 
presentation due p*i&o,i changes from 0 to 1, and all 
of pb,,tton,k(l ,< k 5 n) changes from 1 to 0. For the 
above reasons, the presentation of i-th video begins, and 
all of buttons are disappeared, thus user can not select 
any buttons. 

5.5 An Example of the Description of 
Temporal Relationships 

Let us consider a slide show as shown in Figure 3. First, 
during Dl, an image of a lady(image 1) and a text of 
its explanation (text 1) are displayed. Next, the figure 
including a picture of a man wearing a hat (image 2), 
its voice annotation (audiol), and explanation(text 2) 
is presented during the period of the voice annotation 
(D2). Finally, the figure of a dancing man (image 3) 
with voice annotation(audio 2) and its explanation(text 
3) is presented during the presentation period of au- 
dio2(D3). 

The temporal relationships of this slide show are rep- 
resented on time/media space as shown in Figure 4. In 
the presentation of the lady, no media object indicating 
the presentation period exists. Thus, a control object 
which has arbitrary duration is required. 

The temporal relationships can be described by the 
set of presentation expressions. 

First, three presentation expressions: 

Pcoritor = mConttd 
Pimogcl = mco~tto~ 

Ptczt1 = mcontro~ 

indicate that, the values of pco,.tVol, pimagel and nLLIil 
are set to the value of mcorirol (the media variable of the 
control object). This means that image1 and text1 are 
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Figure 4: The Temporal Relationships of The Slide 
Show 

presented simultaneously until the timer of the control 
media object expires. 

Next, by three presentation expressions: 

Ptcrt2 = (noi mcortto~) and mordio~, 

it is described that the values of ptcrt2, pimogc2, pordio2 
are set to the result of (not m,O,,t,O,) and mordior. 
Therefore, image2, audio1 and text2 are presented si- 
multaneously from the time when the timer of control1 
expires to the time the presentation of audio1 finishes. 

Finally, by : 

pordiol = (not ?‘%rdiol) and masdio2 

Pimogc3 = (noi %rdiol) and mad02 

Ptcrt3 = (nof mordiol) a,td mo~6’02 

it is described that, as the values of ptert3, pimogc3, and 
par&& are Set to the result Of (not mor&or) and W,.,fio2. 
Because mGxdio2 remains 1 until the presentation of an- 
diol finishes, the result of ((not mar&or) and ?‘&.dia2) 
changes from 0 to 1 when mo.hor changes from 1 to 
0, that is, when the presentation of audio1 is finished. 
Thus, audio2, image 3, and text3 are simultaneously 
presented from the time the presentation of audio1 com- 
pletes to the time audio2 presentation finishes. 

6 An Animal Guide System Us- 
ing Our Model 

Multimedia animal guide system based on our model 
was implemented in which video, audio, image and text 
can be presented synchronously in order to explain an- 
imal life. The user can control the sequence of the pre- 
sentation. 

First, author creates a scenario of what he wants to 
present. The information presented to the user is cre- 
ated as follows. 

1. How to combine each presentation of a media object 
is determined. At this stage, it is important to 
select appropriate hinds of media objects. 

2. The temporal relationships among them are do 
scribed according to the scenario. In current sys- 
tem, auto generation of a set of presentation expres- 
sions which represents the temporal relationships is 
not supported; presentation expressions are created 
manually by the author. 

3. The described presentation expressions are verified. 
The system provides a tool by which the temporal 
relationships described by the presentation expres- 
sions can be represented graphically. By the use of 
this tool, the author can easily make sure whether 
or not the set of presentation expressions properly 
represent the temporal relationships. At this time, 
if some description errors are found, the author CM 
rewrite the presentation expressions and they are 
verified again. 

4. Data included in the media objects are created. For 
example, if there exist an audio object, an image 
object and a text object, corresponding data is cre 
ated by an audio editor, an image editor and a text 
editor, respectively. 

5. According 
to the presentation expressions, PM(Presentation 
Manager),who has the responsibility of presenting 
each media object, starts presentation of the SCD 
nario. 
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This prototype was implemented on a SUN Spare Sta, 
tion with a full-color video board that can display real 
time video image from a laser disk player which can be 
controlled through RS-232C. 

7 Conclusion 

Selected Areas in Communications, Vo1.8, No.3, 
April 1990 

[7] A. Poggio, J. J. Garcia Lnna Aceves, E. J. 
Craighill, D. Moran, L. Aguilar, D. Worthington, 
J. Hight, CCWS: A computer-based multimediain- 
formation system, IEEE Comput., Oct. 1985 

In this paper, a multimedia synchronization model was 
proposed in which multimedia synchronization was for- 
mally described by a set of logical expressions. 

In order to describe various types of inter-media syn- 
chronization, a concept of media object and temporal 
relationships description method were introduced. Var- 
ious types of media were classified into two types of 
media objects: OUTPUT media objects and INPUT 
media objects. It is shown how temporal relationships 
among media objects can be represented by a set of pre- 
sentation expressions consisting of a logical expression 
including logical operatirs(and, or, not) and media vari- 
ables. Furthermore user interaction can be represented 
by describing temporal relationships between input me 
dia objects and output media objects. Multimedia ani- 
mal guide system based on our model was implemented 
in which video, audio, image, and text can be presented 
synchronously to explain animals and the user can con- 
trol the sequence of the presentation. 
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