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M: An Architecture of
Iintegrated Agents

he study of software agents has
resulted in a diverse set of views
and realizations. One such view
has focused on building a special-
ized agent that can assist a user by
performing a specific task, such as
scheduling an itinerary or ranking
and presenting email and news or
info-surfing (browsing or search-
ing for information) over the
Internet or reasoning how to best
support human-computer interac-
tions [4, 9, 20]. A second area of
study concerns integrating the
performance of sets of these spe-
cialized agents [5]. For example,
several individuals wishing to get
together might have their respec-
tive agents schedule a meeting.

Another approach to building an
agent entails revising the role of the
agent. In this case, 1 take the position
that it takes many “integrated agents”
to create an “assistant.” In such an
approach, many different reasoning
processes, societies of agents, are inte-
grated in order to realize a software
assistant capable of performing a
broad range of tasks. This approach
has resulted in the realization of M, a
software assistant, “who” attempts to
recognize, classify, index, store, re-
trieve, explain, and present informa-
tion relating to human-computer in-
teraction in a desktop multimedia
conferencing environment. M is a
software system that integrates multi-
ple “reasoning agents” whose collab-
orative results serve to assist a user
working together with other individ-
uals in an electronic conference
room.

The domain of integrated and
multistrategy reasoning and learning
has been an active research area stud-
ied in a variety of problems and proj-
ects—several recommended are [1-
3, 6-8, 10, 11, 16]. From my studies
in this domain, the resulting design
and implementation of M’s architec-
ture posed many interesting ques-
tions. How do you coordinate and

manage a diverse sel of agents? How
do the agents communicate? What
knowledge is required by an agent
and is it shared with other agents? Do
the agents know of one another and if
so, what relationships exist? Does an
agent demonstrate “intelligent” be-
havior or does “intelligent” behavior
emerge from the coexistence of the
“active” state of the many diverse
agents?

In addressing these questions, a
design theory for an architecture of
integrated agents, influenced by
Minsky’s Society of Mind (SOM) the-
ory [12, 13], was defined and imple-
mented. In this work, aspects of spa-
tial, structural, functional, temporal,
causal, explanation-based, and case-
based reasoning (see Note 1 in Glos-
sary) capabilities were integrated in
M via (1) a “semantic network” (see
Note 2 in Glossary), (2} a “rule-based
system” (see Note 3 in Glossary), (3}
Minsky's K-lines/polynemes, trans-
frames, and pronomes (see Notes 4-6
in Glossary), and (4} scripts {see Note
7 in Glossary). The basic theory of
this work takes the position that an
assistant that can classify and explain
actions applied to objects within a
highly dynamic world should be
functionally effective if it can simulta-
neously generate and test multiple
domain theories in relation to a given
goal.

In this article I will discuss a gen-
eral architecture that supports inte-
grated multiple reasoning processes,
the “agents.” This architecture has
been applied in several differemt
domains: (1) a system that learns to
compose music [19], (2) intelligent
user interface agents [17, 18, 20}, and
{3) the M assistant that classifies and
manages objects in an electronic con-
ferencing system.

The Applied Problem

To test design methods for prototyp-
ing such an assistant, several prag-
matic tasks were identified relating to
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collaborative electronic work envi-
ronments. M was applied at AT&T
Bell Laboratories to perform these
tasks within a virtual meeting room
(VMR) that supports mulumedia
desktop conferencing. In a VMR,
participants collaborate via pen-based
computers and voice (telephone). In
this context, the goal of a software
assistant is to classify and index the
“changing” states of a “world” (see
Note 8 in Glossary) in which both
the participant(s) and the assistant
coexist.

In this world, each user is sup-
ported by a personalized assistant
and the world is composed of domain
objects (e.g., electronic documents,
electronic ink, images, markers, white
boards, copy machines, staplers) on
which users apply actions. The assis-
tant(s) attempt to recognize and de-
fine relationships among objects
based on the actions applied by the
users to the world and the resulting
new states of that world. For exam-
ple, in a VMR world, there may exist
a set of domain objects—such as sev-
eral (electronic) documents. Further,
the VMR participants may apply ac-
tions to these documents such as an-
notating them collectively or joining/
appending them together. M at-
tempts to identify all domain objects
and classify relationships between
subsets of objects based on their phys-
ical properties and user-applied ac-
tions; these actions indicate (seman-
tic) associations between subsets of
objects. A simple example of an asso-
ciation would be two adjacent docu-
ments a user annotates by drawing a
circle to enclose them together. Based
collectively on (1) spatial reasoning of
the nearness of the two documents
and the circle, (2) structural and func-
tional reasoning of the circle enclos-
ing the two documents, and (3) causal
reasoning of the semantic action of
enclosing objects—M can infer and
explain a plausible relationship be-
tween the two documents. This func-
tionality provides a new framework
for users to work together electroni-
cally.

Conceptually, a VMR is a virtual
place where one or more persons can
work together even though the indi-
viduals are physically separated. An

example of a VMR is an “electronic
place” where individuals physically
located in New Jersey and England
can meet and work. In a VMR, the
individuals share and create informa-
tion in a variety of media ranging
from text to video to images to draw-
ing to audio.

In a VMR, the assistant attempts
such tasks as recognizing, classifying,
indexing, and explaining all actions
applied by users on all the objects
present within a VMR over the entire
length of a meeting. VMRs also sup-
port the functionality of persistence,
thus meeting rooms can exist over
arbitrarily long periods of time. A
VMR is like a real meeting room
where individuals can work, leave at
the end of a day while leaving behind
all documents and other objects, and
then return at a later point in time to
continue the “work at hand.”

If collaborative work environ-
ments, such as VMR, are to be suc-
cessful, then there exists a strong
need to improve the expressiveness
of the participants working in such
places and to minimize many of the
required computer-related actions.
The following subsections describe
several examples of tasks that demon-
strate how M attempts to improve the
performance of the participants
working in a VMR.

Organizing the Electronic
Workspace

Consider a typical group of designers
working in a brainstorming session
held within a real physical room. By
the end of such a working session, the
designers will have created and used
many documents, bullet lists, dia-
grams, notes, Post-its, and other such
items. Based on the properties of a
physical room, the participants could
organize themselves and the objects
in the room using tables, walls, and
whiteboards. Documents and other
objects could be spatially organized
and located for ease of access by the
meeting participants. Typically, the
designers would be able to view, en-
gage, review, and reformulate vari-
ous conceptual relationships over
all the physical materials and infor-
mation generated as the meeting
progresses.
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When the designers’ brainstorm-
ing session is moved to a VMR, their
“view” of the work environment is
significantly constrained to the physi-
cal size of their respective computer
screens (e.g., 1000 X 1000 pixels at
best). What if a software assistant took
on the responsibility to organize the
creative output and interactions of all
the participants? In essence, the assis-
tant assists a user to access and ma-
nipulate many different materials
created and used during a meeting,
independent of where the materials
are located within a VMR or when
the materials were last used or
created.

M can define, generate, and ex-
plain an extensive set of relationships
and classifications which represent
various conceptual information and
views of both (1) the complete set of
objects created and used by the par-
ticipants in a VMR and (2) the actions
applied to VMR objects by the partici-
pants. Thus, each participant can ask,
via dialog boxes or direct manipula-
tion techniques, their respective assis-
tant to present organized views of the
various related materials used during
a meeting.

Functionally, M observes the ac-
tions performed by VMR participants
and attempts to reason how the cur-
rent actions applied to VMR objects
relate to other VMR objects and pre-
vious actions. As a participant inter-
acts with an object, such as an elec-
tronic document, M can provide the
user with contextual “hyperlinks” to
related objects, such as documents,
drawings, notes, lists, Post-its, pen
annotations, and voice annotations.
One of M’s fundamental responsibili-
ties is to assist a user to (re)formulate
relationships among all objects in a
VMR.

Specifically, M attempts to main-
tain simultaneous theories of how
objects in a VMR might relate. This
enables M to provide participants
with multiple views or access of re-
lated materials—thus, M and a user
can reformulate the relationships
among VMR objects. This function-
ality is a direct result of M’s archi-
tecture.

While M maintains an extensive
schema for organizing a VMR, the



Glossary
The following notes are provided to define the use of particu-
lar terms within this article.

Note 1: Reasoning. The design of M integrates the following
maodes of reasoning: (1) spatial reasoning—a type of reasoning
based on properties relating to space, (2) structural reasoning—
a type of reasoning based on defining relationships between
the parts which compose some "object,” (3) functional rea-
soning—a type of reasoning based on how some "object"”
functions—the functional purpose of some “object,” (4) tem-
poral reasoning—a type of reasoning based on properties re-
lating to time, (5) causal reasoning—a type of reasoning that
infers from some event that some action involving some ob-
ject(s) resulted in a state change, (6) explanation-based rea-
sohing—a type of reasoning in which a reasoner draws from a
priori knowledge a set of facts and applicable rules that gener-
ate an explanation of a situation via first principles, and (7)
case-based reasoning—a type of reasoning in which a reasoner
solves a new "‘problem’ by analogy of “stored” solutions to
old "problems.”

Note 2: Spreading Activation Semantic Network. A network of
interconnected nodes, where individual nodes represent
given properties (e.g., shape, color, size) or objects or con-
cepts, and where these nodes are linked together based on
specific relationships—this network serves as a knowledge
representation technology. Within the network, “attention”
to specific "knowledge" is provided by the "activation” of
given nodes which in turn propagate (spread) different levels
of "activation” to related nodes.

Note 3: Rule-Based System. A model of processing based on a
specific system composed of logical constructs called produc-
tions—where the left side of a production, the antecedent,
states some condition to be satisfied, and the right side of a
production, the consequence, states some action to be per-
formed when the respective condition has been satisfied. In a
rule-based system (sometimes referred to as a production
system), productions are organized and represented in a col-
lective body commonly referred to as a knowledge base. As
the conditions of given productions become satisfied, the ac-
tions of these productions direct the performance of the
system.

Note 4: K-line/Polyneme. K-line: "When you ‘get an idea,’ or
‘solve a problem,” or have a ‘memorable experience,’ you cre-
ate what we call a K-line. This K-line gets connected to those
‘mental agencies’ that were actively involved in the memora-
ble mental event. When that K-line Is later ‘activated,’ it reacti-
vates some of those mental agencies, creating a ‘partial men-
tal state’ resembling the original” (121

Polyneme: “An agent that arouses different activities, at
the same time, in different agencies—as a result of learning
from experience’ [13].

In M, each VMR object is represented by a K-line/polyneme
structure that “links" and “activates” the correct property
states over all the respective domain object qualifiers in the
semantic net.

Note 5: Trans-frame. A particular type of data structure that
represents an action, a trajectory between two situations, one
for "before” the action occurred and the other for "after.”

Note 6: Pronome. A type of agent assoclated with a particular
‘role’ or aspect of a representation—corresponding, for exam-
ple, to the Actor, Trajectory, or Cause of some action” [13l.

In M, an action is represented by a set of properties: an
Actor that caused the action, some set of Object(s) that the
action was applied to, and the Before and After features of
those Objects. These properties, called pronomes in SOM the-
ory, act as pronouns in a Trans-frame.

Note 7: Scripts. A script is a structure that represents some
consistent sequence of events. I1ts composition includes some
<entry conditions> that must be satisfied before a script's
events can occur; some <resulting properties>, which are a
set of conditions that will be true following a script's se-
quence of events, and a set of objects and actions represent-
ing the sequence of events.

Note 8: wWorld. A structured representation of a state space or
domain or problem space. The structure contains knowledge
about domain objects, legal actions that can be applied, and
the set of legal situations that can exist.

Note 9: Blackboards. H. Penny Nii [15] provides the following
description of a blackboard model that is consistent with the
use of blackboard system technologies in the design of M. "'Or-
ganizationally, the blackboard model consists of three compo-
nents:

1. The knowledge sources. The knowledge needed to solve the
problem is partitioned into knowledge sources, which are
kept separate and Independent. [Note: the knowledge
sources are M's five reasoners.]

2. The blackboard data structure. The problem-solving state
data (objects from the solution space) are kept in a global data
store, the blackboard. Knowledge sources produce changes
to the blackboard that lead incrementally to a solution to the
problem. Communication and interaction among the knowl-
edge sources take place solely through the blackboard.

3. Control. What knowledge source to apply when and to what
part of the blackboard are problems addressed in control.

In addition to the organizational requirements, a particular
reasoning {(computational) behavior is associated with black-
board systems: The solution to a problem is built one step ata
time. At each control cycle any type of reasoning step (e.g.,
data-driven, goal-driven, forward-chaining, backward-chain-
ing) can be used. The part of the emerging solution to be at-
tended to next can aiso be selected at each control cycle, As a
result, the selection and the application of knowledge sources
are dynamic and opportunistic rather than fixed and prepro-
grammed.

Note 10: Conceptual Dependency. Conceptual Dependency
theory defines how to represent knowledge about events—
how to represent legal actions applied to objects in a situation
of some world. It was developed as an approach to represent
knowledge of events expressed in natural language sen-
tences. The goal is to represent knowledge in a way that en-
ables inference of sentences and provides language indepen-
dence. The theory provides a structure and a set of conceptual
primitives to represent an event.
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Figure 1. AVMR session where a
documentis being annotated
and a M provided menu-listis
presented to provide to access
other related objects

Figure 2. M's diagrammatic rep-
resentations of some of the rela-
tionships between the anno-
tated document and the objects
presented in the menu-list
shown in Figure 1

user must also be allowed to (re)de-
fine existing and new relationships
and hyperlinks within this schema. M
must adhere to an assistant’s prime
directive: never take control away
from the user. Figure 1 displays a
computer screen where a participant
in a VMR is currently annotating a
document. Also present on the com-
puter screen are several other VMR
objects and a menu-list provided by
M of other VMR objects (currently
out of view) that might be related to
the annotated document. M can
bring these other objects into view

and also explain why they are be-
lieved to be related. Figure 2 is one of
M’s diagrammatic representations of
some of the relationships that exist in
Figure 1.

Grouping Things

One of the services provided by M is
organizing relationships between ob-
jects and user-applied actions in a
VMR. As a direct result of M's classi-
fying functions, a user has access to
individual VMR  objects and
“groups” of related VMR objects.
This feature is significant since user
actions can be applied at various lev-
els of abstraction representing sets of
VMR objects. M classifies objects as
members of sets based on object
properties and user-applied actions.
For example, all text documents or all
annotated bullet lists form respective
sets based on their physical proper-
ties. As another example, a sequence
of actions over some space and time
can form a set—consider a set of ob-
jects including a text document, a
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computer graphic image placed on
(in) the document, and some annota-
tions on the document. Based on a

sequence of user-applied actions to
visually integrate the text, image, and
annotation, these 3 objects can be
viewed as a set based on M's spatial,
temporal, structural, and functional
knowledge of composing objects by
objects as  text,
image, and annotations. The notion
of classifying objects as members of
sets allows the users and M to per-
form such important set operations
as: (1) evaluating sets (e.g., explain
the composition of a set); (2) compar-
ing sets (e.g., explain how sets differ
and intersect); (3} joining sets; (4)
coping sets; and (5) moving sets.

By grouping related things, an as-
sistant reduces user-applied actions.
Such tasks as “grouping” visual ob-
jects in a drawing package in order to
apply a global action (e.g., the spatial
movement of a group of visual ob-
jects) could be performed by an assis-
tant. If for example, the assistant had
already (1) defined relationships and
hyperlinks over groups of objects and
(2) told the user where “groups” ex-
isted, then the user might only have
to minimally modify a group before
moving the group. In a VMR, if a
participant moves an object in a de-
fined group, M can move the entire
group relative to the action applied
by the participant while addressing
all existing constraints present in the
current state of the VMR.

As a visual example, Figure 3 dis-
plays a group of related VMR objects
composed of two individual docu-
ments and some pen annotations.
This group is seen along with some
other objects not in the group. Figure
4 displays the resulting visual presen-
tation of this group after a user
moved one of the documents. Figure
5 displays a second resulting visual
presentation of this group after the
same document is moved again. In
both moves, the task of grouping was
performed by M. Notice that in the
second move, M adjusted the annota-
tion due to existing spatial constraints
imposed by other objects.

While moving groups of visual ob-
jects on a computer screen addresses
one type of task, it is useful to con-

integrating such



sider that movement can be visual,
physical, virtual, and conceptual. M
could apply the function of “group-
ing” to such tasks as transferring in-
formation to another person (e.g.,
transmitting a set of multimedia doc-
uments via email), performing que-
ries over sets of information, and
copying sets of documents to a speci-
fied storage resource.

Another task relating to the group-
ing of things is enumeration. For ex-
ample, if a repetitive action being

performed by a user over a group of

objects is observed, then M could sug-
gest that the user apply the action
globally on the group or ask to com-
plete the task on the remaining ob-
jects for the user. The ability of M to
provide user access to groups can
improve the interaction between
users and their computers.

Architecture and Function

M’s architectural design is based on a
theory of integrated reasoning pro-
cesses or “agents.” In the applied
domain of the VMR, it is useful and
typically necessary that M simultane-
ously derive and manage several the-

ories representing the actions of

VMR participants and the state of all
domain objects. This is due to the fact
that certain classifications are not
immediately obvious—either (1) they
emerge over time or (2) given contex-
tual situations enforce reformulation
of classifications. One of the key re-
search issues concerns the manage-
ment of these various “agents” as
they collectively develop multiple
theories to explain and classify the
VMR world.

In developing a design theory of M
as an architecture of integrated
agents, it is desirable 1o define a
framework in which simultaneous
theories of a world can be dynami-
cally generated, ranked, and modi-
fied. Basically, each agent in M per-
forms a distinct type of modal
reasoning (e.g., structural, functional,
causal, spatial, and temporal). These
agents function as knowledge sources

over a dynamically ordered set of

blackboards (see Note 9 in Glossary).

These blackboards are the “work-
ing area” in which the agents collec-
tively post emerging theories of the

world simultaneously. The ranking of
theories, each on an individual black-
board, is achieved via the application
of previous successtul partial theories
represented as plans  (scripts) en-
coded into M’s scripting system.
Thus, each blackboard serves as the
working area to expand and improve
a given theory, and the set of black-
ranked based on the
strength of each theory—the reason-
ing processes apply their efforts over
all the theories. For example, assume
a document has just been opened. A

boards are

i
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second document in a different “loca-
tion” is subsequently examined, and
then a third document is opened ad-
jacent to the first document. In this

Figure 3. A VMR session where
two documents and some pen
annotations are grouped

Figure 4. The new presentation
of the grouped objects after a
user moved only the document
with the annotated rectanagle
drawninit
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Figure5. The new presentation
of the grouped objects aftera
user moved only the document
with the annotated rectangle
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that M adapted the annotations
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Figure 6. The M software archi-
tecture

example, several weak theories of re-
lationships might emerge—the rea-
soners collectively attempt to improve
or disprove each theory respectively.

We can explore how M functions
and adapts its performance via a gen-
eral discussion of the components
comprising M’s system architecture.
M consists of the following 6 subsys-
tems: (1) a spreading activation se-
mantic network (to realize Minsky's
K-lines/polynems), (2) a “rule-based”
system, (3) a set of blackboards (to
Minsky's and

realize transframes
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pronomes), (4) a scripting system, (5)
a history “logfile” system, and (6) an
I/O system. Figure 6 displays the M
software architecture.

When a VMR event occurs, such as
an individual annotating a document
or moving one piece of paper on top
of another, M’s I/O system is respon-
sible for representing “who did
what.” This is achieved as follows: (1)
note which actor, VMR participant or
VMR object, performed the action
that created the event, (2) note the
type of action (e.g., annotating, mov-
ing, cutting), and (3) note the VMR
object(s) which the action was applied
to. This input information is repre-
sented in an input “record.” Based
on Pazzani’s input technique for his
OCCAM system [16], which employs
characteristics of Schank’s Concep-
tual Dependency theory [21, 22] (see
Note 10 in Glossary), M’s input rec-
ord represents an action applied to
some object(s); this information en-
tails a set of facts representing a state
change of some object(s).

Formally, each input record identi-
fies an ACT consisting of an action-
type-identifier, an actor, an object,
and a from-to qualifier. For example,
an ACT represents an ACTOR (a
VMR participant or object) that per-
formed a specific type of legal AC-
TION on a given OBJECT and a
set of properties associated with the
object (e.g., spatial position, com-
that  have
changed FROM some existing value
TO a new value. Figure 7 displays an
input record where the ACTOR
<doug> applied a <move> AC-
TION to the OBJECT <book23>
which moved the object FROM
<coordinate(x1, yl)> TO <coor-
dinate(x2, y2)>. When a VMR action
is applied, the /O system asserts the
facts in the input record to the se-
mantic net.

position/structure,  size)

The semantic net is implemented
as a spreading activation semantic
network over sets of qualifiers (e.g.,
size, position, color) that collectively
represent  domain  objects.  These
qualifiers represent the facts associ-
ated with an applied action denoted
in an input record. Each qualifier acts
as a state machine, a “society of prop-
erty agents,” which can represent one



of n legal states representing the cur-
rent property of a specific qualifier
which in turn represents a specific
property of a domain object. For ex-
ample, a domain object qualifier rep-
resenting shape 1s a state machine that
can represent a range of shapes such
as square or circle. The basic idea is
this: when an actor or object is identi-
fied via the I/O system, the corre-
sponding qualifiers within the net
collectively become active represent-
ing the correct property states of the
respective object. As these qualifiers
become active in a specific state, they
become facts which directly influence
the rule-based system.

A critical aspect of the M design is
the application of Minsky’s K-line
theory [12, 13]. Each distinct domain
object is uniquely represented as a
K-line (polyneme) structure that
“links” and “activates” the correct
property states over all the respective
“societies of property agents” in the
semantic net. The activation of these
agents enumerates a set of facts about
the VMR.

M’s rule-based system performs
several significant functions. As vari-
ous facts (in the semantic net) are as-
serted to be true, these facts then sat-
isty specific preconditions expressed
in the antecedent of given rules.
Thus, when the antecedents of such
rules are evaluated as true, this en-
ables the consequence of each respec-
tive rule to be asserted. The actions
specified in the consequence of the
rules that “fire” provide the following
two results: First, new facts expressed
in a rule’s consequence are applied
(activated) respectively to the seman-
tic net; this then can have an iterative
effect over the firing of new rules and
the instantiation of other facts. Sec-
ond, as new rules fire and new facts
are nstantiated, M’s reasoning pro-
cesses, the “agents,” apply this new
information to strengthen or weaken
or create or purge the various theo-
ries explaining a VMR world.

As various facts and rules evaluate
as true, this directly influences the

scripting system and the behavior of

the reasoning processes as they evalu-
ate and apply various scripts of par-
tial plans provided by the scripting
system. In essence, we can view the

rule-based system as a collection of
domain methods to organize facts
and bias the selection of partial plans
by M’s reasoners to create and ex-
plain relationships among objects.

The scripting system is a corpus of
partial plans, scripts [23] that have
demonstrated frequent success in
previous classification problems. In
M, a script is a partial ordering of ele-
ments in a set. The set represents an
interval of time over which a consis-
tent pattern of facts and rules have
frequently been applied successtully
to predict the state of some object(s)
following some action.

A critical feature of the scripting
system entails its use of coetlicients to
weight each script’s potential to ei-
ther iitiate or improve on a theory
that attempts to classify and explain
some set of actions, objects, and rela-
tionships within a VMR. Function-
ally, these weighted scripts bias the
various reasoning “agents” to dy-
namically rank all coexisting theories
where each theory is formulated on
individual blackboards.
These weighted scripts serve to mini-
mize combinatoric growth of all possi-
ble classification theories available to
the reasoning agents. The agents will
select weighted scripts which formu-
late or improve the top seven ranked
theories.

As an example, let us assume that
some VMR participants have just
“opened” an electronic document.
After several actions have been ap-
plied to this document, they “move”
to another location in the VMR. Dur-
ing this time, they perform some ac-
tions on other objects (for this exam-
ple it is not necessary to consider the
relationships that might exist among
the actions on the first document and
the other objects). Let us now assume
that the participants (1) move back to
the location of the first document, (2)
open a second document near the
first document, and (3) perform some

one of the

actions only on the second document.
At this point, a “weak” theory of rela-
tionship between the two documents
might be suggested by a partial plan
based on spaual and structural prop-
erties. For this example, assume the
“weak” theory is suggested due to a
corresponding script being applied
that has a “low” coeflicient. Now let
us assume that the participants then
move spatially to some other objects,
perform some actions, but then re-
turn to the location of the two adja-
cent documents. As they repeatedly
return to this same location, there
probably is no rule or script that sig-
nificantly strengthens the relation-
ship between the two documents, but
should a participant drag one of the
documents toward the other or cut-
and-paste a portion of one into the
other or annotate with electronic ink
(via a pen) using specific symbols or
gestures across both documents, then
a corresponding stronger weighted
script could be applied to suggest a
“strong” theory of relationship.

These weighted scripts serve a sec-
ond design task. Over time M can
dynamically adjust the weights of the
scripts in order to adapt its perfor-
mance to the behavior and needs of
an individual Basically, M
adapts its performance as an assistant
by (1) generating new rules and
scripts and (2) adjusting the weights
of individual scripts.

M'’s blackboard system provides a
shared “work area” in which the indi-
vidual reasoning processes develop
various classification theories about
the world. The blackboard system
consists of a dynamic set of ranked
blackboards, which are allocated and
deallocated as needed. The
mum number of blackboards allo-
cated at any given moment is seven.

user.

maxi-

Figure 7. A typical M input record

ACTION: (move-obiject)

TO: (coordinate (150, 200))

ACTOR: (#doug ((class:participant) (host: wolfgang)})

OBJECT: (#book 23 (class:book))
FROM: (coordinate (100, 100))
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Each blackboard contains an emerg-
ing classification theory over some
subset of actions and objects. Basi-
cally, an emerging theory can be
thought of as a hypothesis to be
proved by M’s reasoners (in the con-
text of a blackboard system the rea-
soners can also be referred to as
knowledge sources). M’s reasoners
attempt to develop a strong theory
by individually applying “axioms”
to a given theory’s hypothesis on a
blackboard. As new facts are asserted
as true, new rules fire, and new
scripts become applicable. M’s rea-
soners collaborate by applying these
facts, rules, and scripts as axioms to
the respective blackboard. Further, as
M computes the weighted scripts for
each blackboard, the theories with
the greatest weighted “sum” are
ranked high to low, thus defining
how to dynamically rank the black-
boards.

When a reasoner posts an axiom Lo
a blackboard, this information can be
viewed either as some type of modal

information reflecting a modality of

reasoning (e.g., spatial or temporal)
or some set of “Conceptual Depen-
dency information” representing an
action. New modal information de-
scribes an object and is posted into a
graph-based schema (e.g., like a “se-
mantic net”’) as described by Winston
et al. [24] and Mitchell et al. [14]. The
Conceptual Dependency information
includes such qualifiers as actor, ac-
tion, object, goal, origin, and destina-
tion. This information describes an
action associated with pre- and post-
states of the world, as based on
Minsky's trans-frames in SOM theory
[13]. Both types of information are
extremely useful.

For example, in the first case of

model information, if a functional
reasoning “agent” posts specific func-
tioning features of an object to a
blackboard, then this new informa-
tion can serve to bias a structural or
causal reasoning agent to derive
structural or causal features of the
object with strong correspondence
with the posted functional features.
As for the second type of information,
the Minsky trans-frames are a signifi-
cant architectural feature to repre-
sent different “things” and theories

on individual blackboards using Con-
ceptual Dependency schema. The
trans-frame approach provides a ca-
nonical form that enables M to effec-
tively compare different theories or
subtheories posted over the ranked
blackboards.

Both types of information, the
graph-based schema and the trans-
frame schema, serve one other signif-
icant function. Both representations
are symbolic structures providing
symbols (names) to identify each
schema element (think of a schema as
a record—each schema element as a
field in the record and each field is
identified by a name). Based on these
symbolic identifiers of each schema
element and the respective semantics,
M can generate explanations describ-
ing relationships over VMR objects
and actions.

After M develops a simultaneous
set of classification theories of the
state of a VMR, these theories are
then collapsed from their respective
blackboards
linked data structures. These data
structures are then indexed into M’s
history logfile system and their re-
spective blackboards are then deallo-
cated. This allows new blackboards to
be allocated for the next set of classifi-
cation tasks.

As M continues to process new
VMR events and generate new classi-
fications, all information in the logfile
system is retrievable and available to
the reasoning agents. All information
stored in the logfile system is indexed

based on the temporal ordering of
VMR events, the spatial position of

VMR events, and the individual iden-
tifiers to index and access each VMR
object directly. This allows M to refor-
mulate previous theories based on
the sequence of VMR actions that
continue to occur. Basically the his-
tory logfile system is a complex repre-
sentation of an entire VMR world
over time.

Knowledge Required

M's five reasoning agents share a
common corpus of domain knowl-
edge relating to the VMR. Conceptu-
ally, this knowledge consists of indi-
vidual class definitions representing
each type of VMR object and the legal
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into a ranked set of

actions performed by each object.
Each definition entails a set of qualifi-
ers represented as facts in the seman-
tic net and rules in the rule-based sys-
tem. The facts define descriptive
properties of each domain object and
relationships between domain ob-
jects. The rules define (1) methods
applied on or by each object and (2)
actions that focus the problem-solv-
ing process to classify relationships
over the current state of all VMR ob-
jects and user input events.

The application of these knowl-
edge class definitions simplified the
design effort of M and serves to mini-
mize tuture modification and mainte-
nance functions. Further, these
classes provide logical conceptualiza-
tion for a designer to realize a distinct
function provided by a given class
and the relationships that exist when
given classes are applied in conjunc-
tion to define new classes. M's current
knowledge is partitioned over five
general classes. These classes are in-
dividually composed of subclass defi-
nitions representing distinct VMR
objects. The five general classes are as
follows:

¢ Primitive drawable objects: Knowl-
edge concerning general properties
of VMR objects on which users may
perform such actions as typing text,
annotating with pens, and pasting
other visual graphics and images.
Several examples of primitive draw-
able objects include pages of paper,

whiteboards, bulletin boards, and
Post-its.
¢ Composite drawable objects:

Knowledge concerning general prop-
erties of VMR objects composed of
drawable objects (e.g., a chapter in
a notebook composed of pages of
paper, a notebook composed of
chapters).

® Drawing tools: Knowledge con-
cerning general properties of tools
that generate graphical/visual out-
put” (e.g., pens, paint
brushes, keyboards, cameras, fax
machines, scanners).

® Primitive editing tools: Knowledge
concerning general properties of
tools that apply actions (e.g., cut, join,
move, transform) to graphical VMR
objects (e.g., paper, images).

€rdsers,



e Composite editing tools: Knowl-
edge concerning general properties
of editing tools composed of editing
tools (e.g., a stapler that performs
joins, a “copy machine” that per-
forms cut, copy, and move).

Representing the individual do-
main objects from all five general
classes is realized via a set of qualifi-
ers. Obtaining the “best” set of quali-
fiers is critical for the following two
reasons. First, these qualifiers enable
M to derive plausible classifications
over the current state of a VMR. To
define a useful set of qualifiers, it is

first necessary to identify the types of

reasoning required of M to solve the
types of problems discussed earlier.
Based on M’s multistrategy reasoning
approach, it is then necessary to iden-
tify useful features and properties
that are representative of the domain
objects and their legal domain ac-
tions. These features and properties
will serve as the qualifiers applied by
M to determine solutions to various
classification problems. The second
reason that selecting qualifiers is criti-
cal addresses a human-computer in-
teraction issue. It is important that
the qualifiers demonstrate strong cor-
respondence in the manner in which
they are perceived both by humans
and M. This attempts to ensure a con-
sistent view, by both M and the VMR
participants, of the various reasoning
processes that are applicable to VMR
classification tasks.

A key design feature in the selec-
tion of qualifiers for M was the impor-
tance of identifying contextual prop-
erties associated with objects and
actions in a VMR, not to actually de-
termine the content of the VMR ob-
jects. Some of the most general quali-
fiers applied over all the domain
objects are: (1) type identifier, (2) au-
thor, (3) group and affiliation, (4)
conceptual set, (5) content, (6) com-
position, (7) appearance and geome-
try, (8) color, (9) time and date, (10)
spatial, (11) service and functionality,
and (12) origin.

The service and functionality quali-
fier enumerates all the legal actions
that a given object can perform. This
knowledge is critical, since this en-
ables M to apply functional descrip-

tions and reasoning to complement
structural and causal reasoning pro-
cesses.

A type wdentifier denotes a specific

type of VMR object (e.g., piece of

paper, whiteboard, picture image,
multimedia document). In some
cases, this identifier may also include
a "tag field” containing several key-
words or phrases defining a user’s
purpose for the object. The tag field
is optionally provided by a user. The
author qualifier identifies the person
responsible for an event. It also de-
fines an individual as the author of
some VMR object just created. Typi-
cally, an individual is associated with
some group of persons and some type
of affiliation 1n an organization. For
example, I am a member of the Com-
puter Systems Research Laboratory

(the group) and I am an employee of

AT&T Bell Laboratories (the affihia-
tion). These qualifiers enable M to
infer relationships to actions applied
over time by myself and other per-
sons based on our various group and
affiliation relationships. The origin
qualifier identifies sources of infor-
mation accessed by participants. Sev-
eral examples include fax, email, net-
news, voicemail, and electronic news,
journals, newspapers, magazines and
books. Identifying an information
source has many useful characteris-
tics. For example, based on <origin>
and <functionality> qualifiers, M
can classify documents derived from
information extracted from a real-
time electronic news service as being
“very recent or new information”
compared with information extracted
from an “‘electronic book.”

VMR  participants
group objects into conceptual  sels.
These actions are significant in vari-
ous ways. This qualifier identifies that
under a specified context, a given
object belongs to a set of objects. For
example, a piece of paper might be
positioned by a participant near or on
top of other pieces of paper to form a
“set” (at an implementation level—
each piece of paper is realized via a
graphic-generated window possibly
containing textual information—thus
the windows are stacked). Several
other examples of manual set con-
struction by participants includes

Sometimes

binding pages into documents o
binding documents as chapters into a
book or notebook. Another example
demonstrates a different context in
the application of this qualifier. Con-
sider that several distinct objects
might be spatally adjacent to one
another during some interval of time
in a meeting. M’s ability to represent
and replay this history of visual/
spatial information is a usetul feature
for VMR parucipants to recall some
earlier context.

In some cases it is possible to rep-
resent the content of a VMR object.
This is achieved via tag fields and the
application of “information retrieval”
indexing techniques. While M's abil-
ity to qualify an object based on con-
tent is limited, it still is a useful fea-
ture and an important area for future
work. An object can also be qualified
based on its composition. For example,
a document might be comprised of
several different media, such as text,
audio, graphics, and video. This
knowledge supports various struc-
tural reasoning processes. Another
qualifier concerns the visualization of
an object, its appearance and geometry.
These features include the object’s
size, shape, and presentation as being
2-dimensional (2D) or 3-dimensional
(3D). These qualifiers also support
various structural and spatial reason-
ing processes. The color and texture of
an object provides M with another
useful property to classify actions. For
example, sometimes VMR partici-
pants listing information on a white-
board will intentionally select differ-
ent color electronic markers as they
generate the list. It is possible to as-
sume that the author of the list is not-
ing some type of classification over
subsets of the list based on the differ-
ent colors.

Time and date information identifies
occurred. Several
examples include the time and date
when an object was first created and
when an action was last applied on
the object. Based on a given task, M
applies such qualifiers to derive vari-
ous partial orderings of temporal
events relating to different objects.
The spatial selection by VMR partici-
pants to apply actions is a significant
qualifier. Participants can organize

when an action
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objects over the virtual space of a
VMR. To extend this thought, re-
member our discussion of a design
meeting in a real physical conference
room—through the aid of multime-
dia and multimodal technologies,
it is possible to simulate the spatial
context of the real room. Thus,
spatial reasoning over a simulated
space provides another classification
technique.

summary

I have described a general architec-
ture, implemented in the M system,
which integrates multiple reasoning
processes. This architecture allows
the “reasoners” to collectively formu-
late and examine multiple classifica-
tions of domain objects simultane-
ously. This approach is useful for
classification problems that exhibit
time-variant characteristics; that is,
the strength of a relationship between
objects can vary over time. In order
to minimize extensive combinatoric
growth of individual Cclassification
trajectories, a weighted (ranked)
set of partial plans represented
in M’s scripting system “guides” the
reasoners.

There are several key aspects con-
cerning the design of M’s architec-
ture. First, M integrates causal, func-
tional, structural, spatial, and
temporal reasoning. Second, M’s ar-
chitecture is composed of six compo-
nents: a ‘“‘semantic net,” a ‘“rule-
based” system, a “scripting system,” a
dynamically ranked set of black-
boards a logfile, and an I/O system.
Third, the “M view” of agents con-
sists of the five reasoning agents, but

also includes a hierarchical view of

“societies of agents” built throughout
all of M’s system components (e.g.,
the qualifier property agents that
compose the semantic net); this per-
spective is based on SOM theory.
Also, Minsky’s trans-frames, imple-
mented as “blackboards”, are a signit-
icant component that serves to (1)
represent and compare theories of
classified objects based on sequences
of legal actions and (2) provide a
short-term memory resource.

So how should we think about
“agents”? I hope that in time there
will exist a vocabulary to communi-

cate what we “mean” in the various
situations in which the word agent is
presently used. In one specific con-
text, I prefer the word “assistant.” 1
see an assistant as an “intelligent ma-
chine,” biological or nonbiological,
composed of many “agencies of
agents,” not an agent being an intelli-
gent machine. You see, to be an assis-
tant you need to understand many
things, and since (in the English lan-
guage) an agent is some type of “spe-
cialist,” you would probably not want
an agent. Instead, you would prob-
ably want an assistant endowed with
the talents of many integrated agents.
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