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#### Abstract

Algorithm 708 (BRATIO) was run on 2730 test cases. Comparison of these results with the results from an algorithm using a continued fraction of Tretter and Walster were performed using a high-precision version of the latter algorithm implemented in Maple. Accuracy of BRATIO ranged from 9.64 significant digits to full machine double-precision, 15.65 significant digits, with the lower value occurring when $a$ was nearly equal to $b$, and $\alpha$ was large.
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## 1. INTRODUCTION

The incomplete beta function is

$$
I_{x}(a, b)=\frac{\Gamma(a+b)}{\Gamma(a) \Gamma(b)} \int_{0}^{x} u^{a-1}(1-u)^{b-1} d u
$$

Our interest in the calculation of this function arose in the course of programming the accelerated-failure model [Kalbfleish and Prentice 1980]. According to this model, the likelihood function for censored observations is the tail probability of the $F$-distribution, having, say, $2 a$ and $2 b$ degrees of freedom. We evaluate this probability by using Eq. 26.6.2 of Abramowitz and Stegun [1972] which converts the problem to that of calculating the incomplete beta function with parameters $a$ and $b$. Important special cases of the accelerated failure model send either or both degrees of freedom of the $F$-distribution to infinity. Calculations are thus required for a wide range of $a$ and $b$; we arbitrarily set this range at $10^{-3}$ to $10^{10}$.
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Prior to the publication of the work of DiDonato and Morris [1992], we tested several available algorithms for calculating the incomplete beta function but found them inadequate. In this certification, we examine the accuracy of the results obtained from BRATIO, using as a basis for comparison the continued-fraction expansion favored by Tretter and Walster [1979; 1980]. This algorithm was implemented in the Maple language [Waterloo Maple Software 1990] and was run using high-precision arithmetic. This continued fraction is not used in BRATIO and so is appropriate as an independent test of accuracy of that code.

## 2. TEST CASES

The parameters $a$ and $b$ were systematically varied over all combinations of integral powers of ten from -3 through 10 . For each set of $\{a, b\}$, values of $z=\min (x, 1-x)$ were generated that produced the following set of values of $I_{x}(\alpha, b)$ :

$$
\{0.0001,0.001,0.01,0.1,0.2, \ldots, 0.8,0.9,0.99,0.999,0.9999\}
$$

In generating the cases, $I_{05}(a, b)$ was first evaluated. If this value was greater than the desired value, then $x$ was determined iteratively; otherwise, $1-x$ was found. Computation of $I_{x}(a, b)$ for the generation of test cases used BRATIO; finding the value of $x$ or $1-x$ that yields a specified $I_{x}$ used the zero-finding Algorithm R of Bus and Dekker [1975]. Great accuracy in these generated values was not necessary, since the sought value of $I_{x}$ was not used in the evaluation of the accuracy of BRATIO. A relative tolerance of $10^{-10}$ and an absolute tolerance of $10^{-300}$ were provided to Algorithm R. The combinations of 14 values of $a, 14$ of $b$, and 15 values for $I_{x}$ provided 2940 test cases. In 210 of these cases, a value of $0.25 \times 10^{-300}$ was returned for $z$; this is the lowest nonzero value allowed by the generation method used. These 210 cases were eliminated from the test suite leaving 2730 test cases.

## 3. HIGH-PRECISION CALCULATIONS

The associated continued fraction for Mueller's expansion of the incomplete beta function after analytic subtraction, Tretter and Walster [1980, p. 323], was coded in the Maple language. The reversal formula,

$$
I_{x}(a, b)=\mathbf{1}-I_{1-x}(b, a),
$$

had to be used in the code whenever $x>a /(a+b)$; otherwise the continued fraction could converge to a negative result. Early testing showed an inordinate number of iterations for fractional values of $a$ and $b$. Consequently, cases in which the parameters had values less than 1 were converted to equivalent problems with the small parameters incremented by 1 . This transformation used the same formula as BUP of BRATIO. All calculations

[^0]utilized the Maple logarithm-of-the- $\Gamma$ function. In the test cases with $x>0.5$, the Maple routine was passed ( $1-x, b, a$ ) instead of ( $x, a, b$ ).
Initially, we calculated the results of the test problems using 100 decimal digits of floating-point accuracy. The evaluation of successive convergents of the continued fraction persisted until the relative difference between successive convergents was less than $10^{-50}$. All answers were recorded to 30 decimal digits. Running the test cases required approximately 3.75 hours on an IBM RS6000 model 550 . Cases in which $a$ and $b$ were large required a great number of convergent evaluations; the largest amount was 25,698 .
To assess the effect of a change in accuracy of the calculation, the test problems were rerun using only 50 decimal digits and a convergence criterion of $10^{-40}$. The two runs produced identical results to the 30 digits recorded.

## 4. TESTS OF BRATIO

The as-distributed BRATIO was converted to double-precision using apt from Toolpack 1.2. Routine SPMPAR was manually modified to use the doubleprecision constants from IPMPAR. The test cases were run with the modified BRATIO and the results analyzed using Splus [Statistical Sciences 1991].
The number of significant digits of accuracy obtained by BRATIO was calculated for each test case as

$$
-\log _{10}(2 \text { RelativeError })
$$

which is the usual definition: $n$ significant digits of accuracy in a value allows an error of 5 in the $(n+1)$ st decimal place. To avoid taking the logarithm of 0 , the relative error was bounded below by the double-precision machine epsilon ( $1.11 \times 10^{-16}=15.65$ significant digits of accuracy). Accuracy ranged from 9.64 significant digits to 15.65 with a median of 14.65 and a lower quartile of 13.81 .
As Figure 1 shows, the overall accuracy of BRATIO increases slightly as $a / b$ moves away from 1. Linear regression indicates that (1) an average of 13.71 significant digits are obtained in cases in which $a=b$ and (2) the number increases 0.14 significant digits for each unit change in $\log _{10}(a / b)$.

## 5. CONCLUSION

Obtaining the accuracy found in these tests depends on supplying BRATIO with an accurate value of the minimum of $x$ and $1-x$. On machines with IEEE double precision if $x=1$, any value of $1-x$ from about $10^{-17}$ to 0 will meet the condition that $x+(1-x)$ equals 1 to machine accuracy, but the value of $I_{x}$ can vary considerably. For example, if $a=10^{10}, b=10^{-3}$, and $1-x$ is 0 , then $I_{x}=1$; if $1-x$ is changed to $0.6912 \times 10^{-107}, I_{x}$ drops to 0.2 . (This example was supplied by an anonymous referee.) In statistical models involving the F or $\log -\mathrm{F}$ distribution, $x$ and $1-x$ are available without subtraction.


Fig. 1. Boxplot of the significant digits of accuracy calculated by BRATIO versus the ratio of the parameters of the test problems. The center of each box indicates the median value; the extremes of the box show the quartiles. The whiskers extend a length of 1.5 times the distance between the lower and upper quartile. For a Gaussian distribution, $99.3 \%$ of the data would lie within the whiskers. The accuracy of the computation exceeds 9.6 significant digits for all test cases and is greatest in cases for which $a$ and $b$ differ in magnitude.

The accuracy of this routine exceeds that of any other that we have examined, including a method that we devised. Because BRATIO provides a minimum of almost ten significant places of accuracy over the wide range covered by our test cases, we are adopting it.
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