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Abstract - An algorithm is presented for event-driven switch-level VDD—SV
simulation of CMOS networks in which intermediate signal val-

ues are common. The proposed method is based on a local signa {Ml { { N Ny 0.22 volt
propagation scheme and an extended node model including both 2 (>o—b> o2 Vols

a logical low and a high contribution to the state of a node. The 2.7 volts v
guantization effects of typical CMOS networks can thereby be bb
modeled and, hence, the spread of undetermined logic values is in H
many cases prohibited.
. INTRODUCTION H o> ot
Switch-level modeling and simulation have become ¢ —

important method for predicting the behavior of MOS circuit

under the presence of faults. In the design phase, simulatic  Fig. 1. Node voltages when transiskdy is permanently conducting.

based approaches can be used to evaluate important dep

ability aspects of integrated circuits such as: fault coverac@ssigned the undetermined logic state (X) forcing the output

error detection |atency and d|agnosab|||ty nOdeQ\lb andNC into the X state. ThUS, an unwanted Spread of
By operating directly on the transistor network, switch-leveunknown values results in incorrect node states on the output

simulators can re|iab|y model many important phenomena nodes. A correct handling of undetermined values in switch-

MOS circuits [1]-[6]. However, new algorithms, are needed {level networks has generally proven to be one of the most time-

accurately and efficiently handle the abnormal situations trconsuming algorithmic tasks [8][9].

may occur in circuits under the presence of faults. Steady-st |t would be convenient to define a new logic node state, I, in

intermediate node voltages frequently occur when realissituations in which there are conducting paths both ¥gg
faults, such as transistor stuck-on faults and various shand ground of similar resistance connected to a node. Both n-

faults, are introduced into CMOS networks. In a traditiondMOS and p-MOS transistors should be regarded as conducting

switch-level model, these situations give rise to undeterminwhen this logic state is assigned to a gate node. By this
logic states (X) that are likely to propagate to the primary ot@pproach, it is possible to model the quantization effects in
puts of the network, and hence reducing the degree of cominimum-size implementations of CMOS gates caused by the
dence when, for instance, estimating the fault coverage of a 1greater driving strength of n-MOS transistors. An example of
set. this quantization is illustrated in Fig. 2. For the case that the

Consider, for example, the circuit shown in Fig. 1, in whicinput node is assigned the logic state I, both the n-MOS and p-
the transistoM, is permanently conducting (stuck-on) owingMOS transistors are conducting. The output node will typi-
to a fault. When considering minimum-size implementationcally be assigned the logical low state, as the n-MOS transistor
in which all transistors have the same (minimal) size, the radriving strength is much greater than that of the p-MOS tran-
between n-MOS and p-MOS transistor driving strengths Sistor and, consequently, the intermediate input value has been
about three. The figure shows three n-MOS transistors duantized.
series driving the node, low and the faulty p-MOS transistor ~ This paper presents a new and efficient event-driven algo-
driving the node high, which results in an intermediate voltag
level of 2.7 V at noddN,. However, owing to the voltage Voo
transfer characteristic of the subsequent gates, this voltagt
quantized, and the nodilg andN; will assume logical definite yH
values. In a traditional switch-level logic the nadewill be [ L

L
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rithm suitable for the simulation of MOS networks in whictis { L,D,l,U,H,X }, in which L and H represent the usual logi-
different signals simultaneously drive high and low logical vacal low and high states, and X is the undetermined logic state
ues to a node. The node model includes an intermediate lathat represents an unknown voltage level. The D state, which
state and an extended dominance relation to efficiently excliis a logical low state, represents the threshold voltage drop
or propagate values between neighboring nodes. Most earoccurring when a low signal is passed through a conducting p-
work on switch-level modeling has focused on global algMOS transistor, and U represents the analogous situation for
rithms [5]-[7], in which a steady-state solution is obtained ban n-MOS transistor. The states D and U may also be pre-
solving a set of network equations or by tracing paths indicted on the node when there are signals simultaneously driv-
graph representing the network. In the model proposed ing logical high and low values to a node. Fig. 3 shows the
[10], which is based on Kirchoff’s laws, no intermediate staibasic model for the prediction of the logic state of a node when
is necessary and, in [2], a logic state corresponding to an inithere are no signals driving the X state to the ndglg, rep-
mediate voltage interval is proposed. The algorithm proposresents the sum of all signal conductances driving the logic
in this paper, on the other hand, is based on a local approstate H or U to the node and, analogouSly, is the sum of
[1][11]-[23] in which only a single node and its interactiorsignal conductances driving the logic state L or D. Ket
with neighboring nodes are considered at one time. During tdenote the conductance ralie= G, p / Gy Each one of the
node evaluation procedure, the state of a node is predicted logic states represents a non-overlapping voltage interval
events are generated and put in a time ordered list whenewhich can be mapped into a corresponding interval of conduc-
there is a change in the predicted state in comparison with tance ratios. The correspondence between the logic states and
current state of the node. The event scheduling follows traconductance ratios together with the symbols used to represent
tional algorithms and will not be discussed in this paper.  the interval boundaries are shown in Fig. 4.

The advantage of a local algorithm is that it is cost-effectiy

: X : . N

and that the signal propagations follow the ordinary transie T

behavior of a network, which is a requirement when, for exar 1
. . VDD GHU

ple, tracing glitches. In the proposed method, the well-knov Gip

dominance principle [1][5][12] is extended to include twc
dominant signals associated with each node: one driving 1
node high and one driving the node low. The signal propac
tion between neighboring nodes is based on the principle tl

Fig. 3. Simplified node model for the prediction of a logic state.

the influence of any node whose strength is directly depend Logic state
on a certain target node must be ignored when the target n fH o, U DL Gip
itself is evaluated. I 1 1 1 1 1 Guu
0 K K K K ()
[l. STATE PREDICTION BASED ONSIGNAL VALUES o W o Lo
A. Signal Values Fig. 4. Correspondence between conductance ratio intervals and logic states.

A signal, S, is defined by a value, 8>, and a direction ) )
which is given by an index & The value of a signal is rep- The boundary petween the vo_Itage. intervals representing thg
resented by a pair,8> = <|, r > in whichl is a logic state and States L and D is chosen to be identical to the threshold magni-
r is a resistance (inverse strength). The way a node is inftude,|V1g| , of a p-MOS transistor, in agreement with the pass
enced by a neighboring node via a conducting elementtransistor threshold voltage drop discussed earlier. This volt-
described by a signal whose value is given by a transfer fulage level corresponds to the conductance ratio
tion, T. Given a transistoiy, and the logic state and resis- Voo
tance assigned to a drain/source nodélpthe functionT K = VAR 1.
computes the logic state and strength of a signal directed to Vel
source/drain node ofl based on the transistor's gate state arAnalogously, the boundary between the voltage intervals cor-
the adopted transistor model. The value of a sigr&j>< responding to the states H and U is defined as one n-MOS
propagating from a nod#\, to another nodd\lb' through a threshold voltage drop\/(rN ) belo\WDD. The conductance
transistorM;, is written as §,;> = T (M;, <L, R>), in whichL  ratio, Kun, for this case can be written as
is the logic state of nodd andR is the resistance di. As
undetermined logic states can occur on the gate node of a tiK HE o
sistor, a transistor resistance may be represented by an inte Vop ~ V1N
such astf;, o] wherer, is the resistance of a transistor that i.C. Intermediate Logic State, |

VTN

fully conducting. The logic state | corresponds to the voltage interval between
B. Conductance Ratio and Logic States the D and U intervals. It is required that the | state, when for
The set of logic states adopted in the proposed node moexample applied to the input of an inverter, shall drive the out-



put low, which means that the n-MOS transistor must be fulis uncertain whether the transistor is conducting or non-con-
conducting. The voltage transfer characteristic of a CMCducting (for example, when the terminal node of an n-MOS
gate with more than one input is sensitive to the logic functidransistor is D).

realized and to the input pattern as shown in Fig. 5. The vc  For cases in which the gate node of an n(p)-MOS transistor
age level Vp,, corresponding to the boundary between the is assigned H/U(L/D) and the drain/source node is assigned the
and | intervals can therefore be defined from the transfer chlogic state D,l or U, the signal value that is propagated through
acteristic of an inverter or primitive gate (NAND, NOR) as ththe transistor is transformed into two values of the logic states
least input voltage for which the output voltage does nH and L (see Section IV).

exceedvyy for any of the transfer characteristic as illustrateg, Unknown Signal Values

in Fig. 5. The choice d¥ry as output voltage guarantees thal  he node model in Fig. 3 must be modified when there are
when the | state is applied as input to a primitive gate the Ogjgnals driving the X state. L&k denote the sum of all signal

put is interpreted as a logical low value. This choic&/gf conductances driving the logic state X to the node. This sum

resglts in an expansion of the_loglc state D into the transnumust be added either® p, or Gy, or both depending on what
regions (intervaVy in Fig 5) which, consequently, may result , i ,
boundary is checked when the logic state of the node is

in an incorrect behavior when the D state is applied to the ing ¢
computed. Moreover, when there are signal values whose

of a logic gate. However, for internal nodes that are not co”~", ) g .
nected to any transistor gate node it is irrelevant whether lreS|stances are intervals, the conductances in the node model in

logic state of a node is D or | as long as the node moc9-3 represent intervalsG p =[G pmin GLomad and

includes both a logical low and high contribution to the staGHu = [GHumin GHumad- T predict a definite logic state, the

(see Section Ill). Circuit-level simulations are needed tentire interval of possible conductance ratios must fall within

extract the value df, for the CMOS gates considered. one of the intervals in Fig. 4. The X state is otherwise
Finally, the upper voltage boundary of the | interval is notpredicted. For example, the conditions for predicting the logic

very critical parameter for the minimum-size transistor implestate D are:

mentations considered in this paper. This boundary can G, 5 .x* Cx G bmin

defined as the greatest voltage, when applied to the gate of ———— < Kip and Kp, < G +G. "

MOS transistor whose source is connectedgg, for which HUmin , . HUmax " =X

the transistor still remains conducting. The conductance ratio boundaries used in the examples and

simulation results presented in this paperlyg:= 1. 4,
Vout (V) Kun
KDl =14 and<|U =0.5.

5.0
Nor gate (Fig. 1, Inp=N 4, <Ng>=L) TABLE |
4.0 F SIGNAL PROPAGATION THROUGH ATRANSISTOR WITH THEGATE NODE
ASSIGNED THELOGIC STATE |
Inverter
20 TransistorM | Drain/source terminal T (M, <L, R, >)
=l Nor gate (Inp=N g, <Ng>=L) (gate state = |) logic state], e
L <L, Ry +r@> (on)
Nand gat
20 and gate n-MOS D/17X <D/1/X,[R,+1,, %] >
U/H <U/H,0> (off)
Vi F H <H,Ry+r;> (on)
\ p-MOS U/ir/x <U/IIX,[Ry+r,00] >
0 . \& D/L <D/L, > (off)
10 20 \VDI 3.0 4.0 Vip (V) a.r, denotes the constant resistance of a conducting transistor.
VR Logic I1l. AN EXTENDED NODE STATE
D | U state

To represent the state of a node assigned the logic state L or
Fig. 5. Voltage transfer characteristic of typical primitive CMOS gates. H the traditionakingle-strengtinode state, &, R>, repre-
sented by a logic statie, and a single resistandé®,is adopted.

D. Transistor Transfer Characteristic The treatment of nodes assigned the X state is performed
The transfer characteristic of a transistor when its gate ncaccording to [13] in which a new (secondary) node state is
is assigned the logic state | is given in Table I. It can be sedefined as the state obtained when the node is re-evaluated

that the transistor is fully conducting only for the case in whicwith the strongest signal driving the X state excluded. It is
the logic state of the terminal node is L(H) for an n(p)-MO'possible to reduce the spread of X states using this secondary
transistor. An unknown resistance, represented by an internode state.

of possible values, must be propagated in the cases in whic For the cases in which the predicted logic state of a node is



D,l or U, the single-strength node model must be extended
take into account the strength of both logical high and low co
tributions to the node.

The extended statef a nodeN, is represented by a value,
<N>=<P, Q, R R’ >, and by two dominant signal connec-
tions which are determined dynamically based on sign
strength. The value of the node, denotid ds defined by the
predicted logic statB, P [J{ D, I, U}, a quantized logic state
Q, Q{ H, L} and by two node resistanceR,andR". The
quantized logic state,Q, has the value H(L) Iif
Ghy 26 p (G p>GHy). The primary dominant signal,
Siom IS defined as the strongest signal driving a logic sta

TABLE I
SIGNAL TRANSFORMATION THROUGH ACONDUCTING TRANSISTOR WHEN THE
DRAIN/SOURCENODES AREA SSIGNEDEXTENDED NODE STATES

Let N> = <P,, Qu Ry, R >

Case

Dominance relations

Signal values to rggffom nodeN,

Ny

\QEZT/

< Sab1> = <Qa, Ra+ re>

<S> =<Qu R +r1>

w5
EF
ﬂ Z\

<Sp>=<Q, R’ +r&

S,pis excluded

vt

identical toQ (or Q with a threshold drop) to the node, and thi| 3
node resistanc®, is assigned the resistance value of this sig
nal, in agreement with the dominance principle. $&eond- N
ary dominantsignal,S;,g is defined as the strongest signal fo
which the logic state i®'. The secondary resistané®, of
the node is defined as the resistance value of the sigpal 5 N
Note that the primary and secondary dominant signals in so
situations may originate from the same node.

A2

<Sp>=<Q, R +r>

i

b

< Sab> = <Qa, Ra+ r>

¥
g
ﬂUZ

\ <Sp>=<QuRytr>
IV. SIGNAL TRANSFORMATIONS 6 Na>_|:||-|__<Nb
The signal transformation scheme is based upon the prin
ple that the effects of a particular node on the state of the nei - Na>_$_<,\|b Sypis excluded

boring nodes must not be taken into account when the nc
itself is evaluated. By analyzing the local dominance situatic
at the node under evaluation, it is possible to sort out the noc
own contribution to the incoming signals from the neighborin

nodes. Table Il shows the necessary transformation of that in an ordinary switch-level algorithm, without the second-
incoming .S|gnal d|rected toa ngdlg from an adjacent nodg ary dominant signal, the signal originating from nddg

N, for various dominance situations. Both nodes are assigrshould be completely excluded and, hence, a correct prediction
an extended node state meaning that the predicted node stésf intermediate values would be impossible.

D, I, or U and that the state of each node has two main sig | the case that nodé,, as shown in case 7, is both the pri-
contributions based on the dominant signals. In the table, imary and secondary dominant node of ridglehe signal from
absence of a certain dominance relation to a node means thy, must be excluded in the evaluatior\gf Signal exclusion

is irrelevant in the particular situation from which node this aiso performed in the dominance situation illustrated in

dominant signal originates. _ o case 3, in which an inconsistent situation of a transient nature
Consider for example the dominance situation in case 1has arisen.

state of nod&, originate from nodes other thafy and, con-  Fig 6. The transistors at the ends of the chain have the nor-
sequently, nod&l, has no influence on the signals from nodmgjized resistance value of 5, and all other transistors have a

N, which means that the strength of both the logical high ayegjstance value of 1. As can be seen, the predicted states of
low contributions to nodl, can be propagated to nddg In

the dominance situation in case 2, on the other hand,Mpde
is the primary dominant node &f;, which means that the
quantized logic stat®@, and primary resistand®, of nodeN,
are derived from nodl,,. The stateQ, should therefore not
be permitted to effect nod¢,. However, as seen in the table,
nodeNy is not the secondary dominant nodeNgfand there-

T = Primary dominant signal l% = Secondary dominant signal

H H H

H H H H H
VDD
oLl Dl ondwdin Do
—>U-—>| > | > | < | «-D <" D <
< <t

<+ @ @— @I =

Node states and voltage values in a corresponding resistance chain.

fore the strength by whidN, is driven to the inverse stafg, N>=<U,H.5 11> | 34V] Ko=<,L 7,9 5oV
is not influenced by,. The logic stat&),, with the corre- N> = <I, H, 6, 10> 31V | N>=<D,L,6,10> | 19V
sponding strength, can thus be propagated to NgdeéNote No—<H T 9 28V 8- L5 i | 16V
c” — sy Tl 0y . 9~ ~ » Ly O, .
<Ng>=<I, H, 8, 8> 25V

1.Q means the inverse state@fthat isQ is L/D if Q is H/U and
Qis HIU if Qis L/D.

Fig. 6. Dominance relations in a chain of n-MOS transistors.



the nodes are not symmetric, although the transistor chair
symmetric. The reason for this is the asymmetry in the chos

Vop n-MOS resistance = 1
p-MOS resistance = 3

conductance ratio boundari€g, (=1.4) an, (=0.5). Node Vop
N;, for example, has the conductance r&ijg,/Gp of 10/6,
which results in the predicted state D, while nigewith the L
ratio G, p/Gpy of 6/10, is assigned the | state. The situatio u (V)
given in the figure is the steady-state solution of the networkH %7 H * Z}
which all nodes are consistent and no events can be genere Na | 1(X)
Consider, for example, nod¢;. The signal from nod8l; is D (x) L
transformed according to case 5 in Table Il to <H, 7+1>, ar"! * M3 %74
the signal from nod®8\, is transformed according to case 6 tc Na b (1)
<L, 7+1>, which gives the rati6, /Gy, of 8/8. H *M‘*
Table lll shows the corresponding signal transformatio[<N>=<D, L, 2, 7> | Ng =<I, H, 4, 5> Nel L (L)
scheme for the case in which nddgds assigned the logic state [<N,>=<D, L, 5,9> | N> =<L,1> H *
H or L and therefore is assigned a single-strength node stat[<N>=<D, L, 5, 9>
TABLE IlI Fig. 7. A network containing several conducting paths.
SIGNAL TRANSFORMATION WHENNODE Np 1S ASSIGNED ASINGLE-STRENGTH
NODE SraTE an identical transformation is conducted on that signal. As the
Cas¢  Dominance situation | Signal values to ridgirom noden,|  Strength of the logical low contribution to the statégrig-
inates from nod&l,, which is indicated by the secondary dom-
8 N:;-""‘—<N <S> = <9a' Ratre inant signal connection fd4 from N,, the signal throughls is
=7 ° <Sp2>=<Qu R7at 1> transformed (case 6, Table Il) to <H, 7>. The signal associ-
ated with transistoM,, <S,;4> = <L,2> is not transformed, as
9 N> oL (N, Sapis excluded node N, is neither the primary nor the secondary dominant
—> node ofN,. Given all the transformed signals, the conductance

. ratio isG| p/Gyy = 21/13 = 1.6 which, according to Section I,

A /Nb <S> = QaRlatre will result in the prediction of the logic state D. The strongest
2 signal driving the logic state L is througfy and, hence, this
signal will become the primary dominant signal of ndge

The secondary dominant signal, i.e. the strongest signal driv-
ing the inverse quantized logic stateNyf (H), is the signal

= is excluded originating from nodeéN.
| NN, |
= VI. EXPERIMENTAL RESULTS

An experimental simulator was developed that implements
. V. EXAMPLES O'_:NE_TWORKS_OLUT'ONS . the proposed extended node model and signal transformation
_Consider the network in Fig. 7 which shows many typicischeme. Simulation experiments were performed to determine
situations that occur Wherl faulty trans.lstors. are present iy accuracy of the proposed algorithm. As an example, tran-
CMOS networks. The logic states predicted in both the prgjstor stuck-on faults (STON) and shorts between the drain and
posed two-dominance model (bold logic states) and in a tragq rce terminals of a transistor (DSS) were injected into
tional switch-level model (logic states shown withirc\mos networks. For each input vector applied, the steady-
parenthesis) are shown for comparison. As can be seen, g(ate value of each output node was compared with the output
traditional switch-level model predicts the X state for many ¢,5)ye obtained from a corresponding circuit-level simulation,
the nodes. The two-dominance model, on the other hand, f3nq any discrepancy in terms of logical interpretation was
dicts the correct logic state for all nodes. It should be notyecorded. The number of discrepancies observed is shown in
that the | state can be quantized in subsequent gates whictapie |v. As a comparison, identical fault simulations were
not possible in the case of the X state. , carried out with another switch-level simulator, BiDom [13],
As an example of the proposed node evaluation procedyyhich has an efficient masking capability for handling the X
consider nodé, in Fig. 7. Four conducting transisto{-  gate. However, there is neither an intermediate logic state nor
M,) are connected to that node. The signal associated W, tyo-dominance model included in that simulator. Any X
transistor M; is transformed (case2, Tablell) 10y4ye was regarded as a discrepancy in the comparison
<S> =<H, 12> in order fo, to be affected only by the peqyeen the circuit-level and switch-level output node values,
inverse quantized state of ndde The dominance situation'is 45 the yoltage values obtained from the circuit-level simula-
the same for the signal associated Wihand, consequently, tjons were always in the intervals: less than 1V or greater than

10 N

\ <Sp>=<QuRyt+r>
11 Ny




4V. All networks simulated are minimum-size implementa VII. CONCLUDING REMARKS

tions, meaning that the ratio between the n-MOS and p-MC The presented algorithm has proven to be efficient and accu-
transistor driving strengths is 3. The 1-bit ALU includes rate for modeling CMOS networks in which intermediate val-
CMOS pass transistor network, and transistor implementaticues are common There are two dominant signal connections
of the ISCAS-85 benchmark networks were obtained by coassociated with the state of a node: one driving the node low
verting each primitive gate to a standard static CMOand one driving the node high. A local signal transformation
network. The RES3 network is an 8-bit residue-3 generatscheme is required to take into account the dependencies
implemented from the minimized boolean functions as a stebetween neighboring nodes. With the two dominant signals, it
dard static CMOS circuit. The total number of output nodis possible to locally propagate both the logical low and high
states observed is the product of the number of input vectccontributions of the state of a node to its neighboring nodes.
the number of transistors fault injected and the number of 0An experimental simulator was developed to implement the
put bits. It can be seen that the proposed algorithm results iproposed algorithm, and comparisons with circuit-level simu-
significant reduction in the number of discrepancies in corlations demonstrated that the accuracy in predicting the node
parison with the less sophisticated algorithm in BiDom. Thstates of networks under the presence of transistor faults is
average increase in the number of events generated per irhigh. The increase in the number of events in comparison with
vector in comparison with the BiDom simulator, which has a similar switch-level simulator not incorporating the local
similar event generation scheme, was found to be about 7%two-dominance model is about 7%.

A typical case in which the proposed model fails to predi
the correct state is illustrated in Fig. 8 and is a general probls
in any switch-level simulator based on signal dominanc
which is also pointed out in [14]. The stability criteria requirt
that the resistance of the strongest signal is chosen as the r
resistance and not the equivalent parallel resistance of all < REFERENCES
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