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ABSTRACT
Ubiquitous computing systems can cause serious problems
for user trust. In particular if the system is self-adaptive and
situations appear which are poorly self-explanatory. In this
paper we aim at the trust management of adaptive systems.
We present a user study that covers the correlation of trust
dimensions and user feelings on user trust. As results of this
study, a Bayesian Network is introduced that, at the design
time and runtime of the system, provides knowledge about
the interplay between a truster’s disposition, system events
and actions, trust dimensions, user trust and user response.

1. INTRODUCTION
Self-adaptive ubiquitous computing systems modify the

content, dialogue, layout or modality of the user interface
after critical variable changes, such system failures or differ-
ent contextual situations of the user [12]. These adaptations
are often not self-explaining since the users do not always
recognise the reason for the adaptations. In these situations
user trust can be impaired which can lead to disuse of the
system in the worst case.

We aim at the problem of user trust in adaptive systems in
the context of ubiquitous display environments. These en-
vironments make it possible for passing individuals to view,
edit and exchange specific data between each other. Mobile
phones represent a popular interaction device for interacting
with these displays. They have become an everyday com-
panion which maintains all kind of personal data, such as
music, videos and photos. Transferring such data to large
screens comes with a lot of benefits (e.g. usage of full screen
mode) but also with a lot of risks, such as the loss of data
due to unstable transmission technologies. Bluetooth is of-
ten used for the communication between mobile phones and
ubiquitous display environments (e.g. [3]). Typical prob-
lems of Bluetooth emerge in the discovery process and the
data transmission because they can unexpectedly require
more time or even fail completely. Such a behaviour can
seriously affect trust in a system since it is no longer consid-
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ered as reliable and secure. The problem is aggravated by
the fact that people usually interact with public displays on
a short-term basis without having the possibility to verify
the security of the underlying infrastructure.

In this paper we first describe a scenario that provides
more insights to problems in terms of user trust when inter-
acting with ubiquitous display environments. After that, we
aim at related work and relevant trust triggers. Finally, we
describe a user study that addresses the interplay between
the trust triggers and user trust as well as a first version of a
Bayesian Network to dynamically manage user trust at the
design time and runtime of an adaptive system.

2. SCENARIO
On Friday afternoon, Emily and her friend Olivia are in a

café in the old town. After they have found a vacant table
and sat down, they realise that it is not an ordinary table and
they wonder what it can be used for. When ordering, they
ask the waiter and he explains to them that the table has
a touch-sensitive display and that they can interact with it
using their fingers. Furthermore, the waiter tells them that
they also can transfer data, such as images or video clips,
from their mobile devices to the table in order to view, edit
and exchange them.

Since Emily has just returned from her vacation in Spain
with her boyfriend Diego, she has a lot of pictures on her
mobile phone which she wants to show to Olivia. Thus,
Emily decides to use this new touch-sensitive table. But in
the same moment, Emily is afraid that her private pictures -
showing Emily and her boyfriend at the beach and drinking
liquor - can be seen by other people than her friend Olivia.
In addition, she does not fully trust the system since she
cannot be sure that only her selected data will be trans-
ferred to the table because her mobile phone comes with
a lot more intimate data, such as text messages she was
exchanging with her boyfriend, which are not meant to be
seen by anyone - not even her best friend. In addition, she
is concerned that her data could get lost by misuse of the
application. Emily is in the dilemma of initial trust. She
wants to use the ubiquitous multi-display environment be-
cause it provides several benefits, but at the same time she
needs to take a risk and rely on a system which she does not
own and which she has little knowledge about.

Despite these concerns, Emily decides to send some pic-
tures to the table in order to view them in full size since the
table looks rather professional which helps Emily to form
immediate trust. Now, Emily first selects the pictures on
the mobile phone. Afterwards she places the mobile phone
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on the table. After establishing a connection between the
mobile phone and the interactive table, she confirms the
transfer of the selected images and the progress is visualised
on the phone. At that moment, Emily is hoping that every-
thing goes well and that her data does not get lost. Finally,
her images become visible on the table and she confirms the
successful transfer on the mobile phone. Now, she realises
that some critical parts of the pictures became unrecognis-
able. The system uses a built-in privacy mechanism that
recognises issues when other people are close to the table.
Emily likes that support and thus she is even more confident
with the system. She enlarges some of the pictures and tells
her friend her holiday stories.

The illustrated incident was self-explanatory and posi-
tively perceived by Emily. Consequently user trust was not
impaired. But other adaptations could happen without be-
ing self-explanatory, such as whenever some of the pictures
would suddenly disappear which could be seen as a system
error. In this situation user trust could be harmed since the
adaptation might be perceived as negatively. All in all, user
trust is highly situation-dependent and uncertain. A trust
management is required to understand the relationship be-
tween all facets of user trust and the user response.

3. TRUST IN UBIQUITOUS DISPLAY EN-
VIRONMENTS

Most work that investigates trust issues in the context
of ubiquitous displays environments focuses on the distribu-
tion of private and public data over various displays. Often
mobile phones are used as private devices that protect the
personal component of interaction from public observation.
Röcker and colleagues [11] conducted a user study to iden-
tify privacy requirements of public display users. Based on
the study, they developed a prototype system that auto-
matically detects people entering the private space around
a public display using Infrared and RFID technology and
adapts the information that is visible based on the privacy
preferences of the users. An evaluation of the system re-
vealed that users are willing to use public displays in case
there is a mechanism for privacy protection.

Based on the evaluation of two mobile guides, Graham
and Cheverst [7] analyse several types of mismatch between
the users’ physical environment and information given on the
screen and their influence on the formation of user trust. Ex-
amples of mismatches include situations where the system is
not able to correctly detect the user’s current location or sit-
uations where the system conveys a wrong impression about
the accuracy of its descriptions. To help users form trust,
Graham and Cheverst suggest employing different kinds of
guide, such as a chaperone, a buddy or a captain, depend-
ing on characteristics of the situations, such as accuracy and
transparency. For example, the metaphor of a buddy is sup-
posed to be more effective in unstable situations than the
chaperone or the captain.

Cao and colleagues [1] introduce the notion of crossmodal
displays that enable users to access personalised information
in public places while ensuring their anonymity. The basic
idea is to publicly display the main information, but to add
cues for individual users to prompt them to information that
is relevant to them.

As a conclusion, there is a vivid research interest in the
design of novel user interfaces for heterogeneous display en-

vironments. However, the few approaches that address the
user experience factor of trust in such environments do not
attempt to explicitly model the user experience of trust as
a prerequisite for a trust management system.

A number of approaches have been presented to model
trust in computational systems. Especially in the area of
multi-agent systems (MAS), trust models have been researched
thoroughly (see, e.g., Castelfranci’s and Falcone’s introduc-
tion [2] to a formal modelling of trust theory and its appli-
cations in agent-based systems). However, these approaches
either focus on trust in software components or aim at mod-
elling trust in human behaviour.

4. DIMENSIONS OF TRUST
Much of the original research on trust comes from the

humanities. Psychologists and sociologists have tried for
a very long time to get a grasp of the inner workings of
trust in interpersonal and interorganisational relationships.
Other fields, such as economics and computer science, relied
on their findings, but adapted them to the special require-
ments of their respective fields and the new context they
are applied to. There is consensus that trust depends on a
variety of trust dimensions. However, there is no fixed set
of such dimensions.

Trust dimensions that have been researched in the context
of internet applications and e-commerce include reliability,
dependability, honesty, truthfulness, security, competence,
and timeliness, see, for example, the work by Grandison and
Sloman [8] or Kini and Choobineh [9]. The more sociolog-
ically inclined authors [14] introduce willing vulnerability,
benevolence, reliability, competence, honesty, and openness
as the constituting facets of trust. Researchers working on
adaptive user interfaces consider transparency as a major
facet of trust, see, for example, the work by Glass and col-
leagues [6].

Our set of trust dimensions is based on interviews with
20 students of computer science who were asked to indi-
cate trust factors of user interfaces that they felt contributed
to their assessment of trustworthiness. The most frequent
mentions felt into the following categories: comfort of use
(”should be easy to handle”), transparency (”I need to un-
derstand what is going on”), controllability (”want to use
a program without automated updates”), security (”should
safely transfer data”), privacy (”should not ask for private
information”), seriousness (”professional appearance”) and
reliability (”should run in a stable manner”).

The interviews gave a first impression on which factors
influence the user’s trust in a user interface. However, they
do not provide any concrete information regarding their rel-
ative importance. To acquire more quantitative data, we
conducted an empirical study which is described in the sub-
sequent section.

5. EMPIRICAL VALIDATION OF TRUST DI-
MENSIONS AND USER FEELINGS

In order to determine the relative importance of trust trig-
gers above in an ubiquitous display environment, we pre-
pared an experiment that was inspired by the scenario de-
scribed in Section 2. In particular, we presented our users
with a setting consisting of a mobile phone and an interactive
table (Microsoft Surface). The table served as the central
medium for showing and editing multimedia data whereas
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the mobile phone was used to send data to or receive data
from the table. Thereby, the transmission and the point of
time of the presentation of the data on the table are critical
moments for the user to trust.

The first objective of our study was to investigate the re-
lationship between trust and trust triggers by means of con-
crete user data. In particular, we hypothesised that there
was a positive correlation between trust on the one hand and
basic usability, controllability, transparency, privacy, secu-
rity and seriousness on the other hand.

A second objective of our study was to find out whether
a low level of trust is reflected by negative user feelings.
Previous research investigates how the emotional state of a
user influences the establishment of trust (e.g. [5]). There is
empirical evidence that positive emotions foster the estab-
lishment of trust while negative emotions tend to decrease
trust. Prior experiments focused in most cases on emotions
that were not related to the subsequent trust judgement
task, see [4]. We assume that emotional states can also be
directly associated with trust-related stimuli. In particular,
we hypothesise that uneasiness, uncertainty, irritation and
surprise are negatively correlated to trust.

5.1 Experimental Setting
In order to get a sufficient variety of user ratings, we built

a number of prototypes where we manipulated the follow-
ing variables: self-explainability, transparency, controllabil-
ity, privacy. That is we produced a prototype that was less
self-explainable (interface included no help function and no
descriptive labels), a second prototype that was less trans-
parent (system gave no reasons for its behaviour), a third
prototype that was less controllable (system did not ask for
user confirmations before executing an action), a fourth pro-
totype that followed as less stricter privacy policy (system
displayed all kinds of data on user request on the table dis-
regardless of whether they were private or not) and finally
a system that did not show any of these problems. In our
first study, we decided not to manipulate the reliability of
the prototypes and to present users only with prototypes
showing a proper behaviour.

Figure 1 illustrates the most important screens of the un-
problematic prototype during the data transfer from the mo-
bile phone to the interactive table. At the beginning, the
images are selected by the user on the mobile phone (see
Screen 1). Afterwards the mobile phone is placed on the ta-
ble. After establishing a Bluetooth connection between the
mobile phone and the interactive table, the user confirms
the sending of the selected images (Screen 2 - Do you really
want to send these pictures?) and the progress (Screen 3 -
Sending image 1/3...) is visualised on the phone. Finally,
the images become visible on the table and the user con-
firms the successful transfer (Screen 4 - transfer successful)
on the mobile phone. For the reverse procedure (transferring
data from the table to the mobile phone), the same screens
(Screen 2 to 4) as in Figure 1 are used. Instead of confirm-
ing the transmission of the data, the user now confirms the
reception.

For our experiment a within subjects design was used.
Thus, all subjects participated in all five conditions of the
experiment. To prevent any ordering effects, we permuted
the sequence of the different conditions with almost equal
distribution for each prototype. After the successful com-
pletion of a condition with the prototype the subjects filled

in an identical questionnaire.
In particular, the subjects had to rate the prototype ac-

cording to the trust dimensions identified earlier (basic us-
ability, controllability, transparency, privacy, security, seri-
ousness and trustworthiness) as well as their emotions (un-
easiness, insecurity, irritation and surprise) on a five point
scale (from very low to very high). Afterwards, we used
the results of the questionnaire to validate the relationship
between trust and its dimensions as well as emotions.

5.2 Conducting the Experiment
We conducted the experiment with 20 people of which the

majority (16 people) had a background in computer science.
The average age of the subjects was 23.75 years (STD =
2.55) and except one person all subjects who participated in
the test were male. The subjects rated their general trust
into software systems with a mean value of 3.10 (STD =
0.79) and their knowledge about secure data transmission
with a mean value of 3.5 (STD = 1.05). Before we started
the experiment, each subject was introduced to the correct
usage of the mobile phone and the interactive table which
has a touch-sensitive display. Furthermore, we explained
the subjects the purpose of our application running on the
mobile phone.

During the experiment, each subject had to perform the
following tasks with each of the five prototypes: (1) Select
picture number one, three and five on the mobile phone and
send them to the table. (2) Interact with the three pictures
on the table and edit their size. (3) Send picture number
three back to the mobile phone. Figure 1 shows a participant
of the experiment while interacting with the mobile phone
and the table.

5.3 Results and Discussion
To measure the degree of relationship between the ratings

for trust and the ratings for the trust dimensions, we com-
puted the Pearson product moment correlation coefficients.
The test revealed a moderate to high positive correlation
between the ratings for trust on the one hand and the rat-
ings for seriousness (r = 0.724), controllability (r = 0.70),
security (r = 0.62), privacy (r = 0.61) and transparency (r
= 0.56) on the other hand. For all items, the correlation was
very significant (p = 0.01). The better the ratings for con-
trollability, transparency, privacy, security and seriousness,
the better were also the ratings for trust. The strongest
correlation was observed between the ratings for seriousness
and the ratings for trust. Since the users were confronted
with the system for the first time, they obviously had to
rely on the first impression the system made on them when
assessing the system’s trustworthiness. As a consequence,
there was a stronger correlation between the ratings for se-
riousness and the ratings for trust than between the ratings
for the other items and the ratings for trust (which are too
a larger extent based on experience). In our experiment,
we did not observe any correlation between trust and basic
usability ratings. As a potential reason, we indicate that
no serious usability issues occurred when the users were in-
teracting with the presented prototypes. Indeed our users
rated the usability of the prototypes with a mean value of
4.01 (STD = 0.93) on a 5-ary scale. None of them thought
the usability of any of the prototypes was very bad. There is
a moderate positive correlation between the users’ rating of
usability on the hand and the users’ rating of transparency
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Figure 1: Screen 1 to 4 of the Non-Problematic Prototype (first row) and the Interaction with the Non-
Problematic Prototype on the Table (second row) .

(r = 0.22) and controllability (r = 0.26) on the other hand
at the significance level of p = 0.05. Obviously, the subjects’
ratings of transparency and controllability influenced their
ratings of basic usability.

Finally, our results revealed a moderate negative corre-
lation between trust on the one hand and uneasiness (r =
-0.629), insecurity (r = -0.533), irritation (r = -0.484) on the
other hand. For all items the correlation was very significant
(p = 0.01). We conclude that poor transparency, poor con-
trollability, poor security, poor privacy and poor seriousness
result into a loss of trust which in turn leads to a feeling of
uneasiness. Contrary to our expectations, we did not find
any correlation between the users’ ratings of surprise and
the user’s rating of trust.

6. TOWARDS AN AUTOMATIC TRUST MAN-
AGEMENT SYSTEM

In the following, we describe first ideas regarding an au-
tomated trust management system that assesses the user’s
immediate trust in a system, monitors it over time and ap-
plies appropriate measurements to maintain trust (see [15]).
The trust management system is based on findings from the
literature (e.g. [8, 9, 14]) as well as our empirical study that
investigated the relationship between trust and its dimen-
sions. Our model of trust should account for the following
characteristics of trust:

• Trust as a subjective concept
There is a consensus that trust is highly subjective. A
person who is generally confiding is also more likely to
trust a software program. However, it is hard to formu-
late rules that predict in a deterministic manner how
a person will respond to a critical event. We therefore
aim at a model that is able to represent uncertainties.

• Trust as a multifaceted concept
As shown in Section 4, trust is a multi-faceted concept.
We therefore aim at a computational model that is
able to explicitly represent the relative contribution of
the trust dimensions to the assessment of trust. In

addition, the model should allow us to easily add trust
dimensions based on new experimental findings.

• Trust as a dynamic concept
Trust depends on experience and is subject to change
over time. Lumsden [10] distinguishes between im-
mediate trust dimensions and interaction-based trust
dimensions. Immediate trust dimensions, such as se-
riousness, come into effect as soon as a user gets in
touch with a software system while interaction-based
trust dimensions, such as transparency of system be-
havior, influence the users’ experience of trust during
an interaction.

6.1 Using Bayesian Networks to Model Trust
Based on the considerations above, we have chosen to

model the users’ feelings of trust by means of Bayesian Net-
works. The structure of a Bayesian Network is a directed,
acyclic graph (DAG) in which the nodes represent random
variables while the links or arrows connecting nodes describe
the direct influence in terms of conditional probabilities (see
[13]).

Bayesian Networks meet the requirements listed above
very well. First of all, they allow us to cope with trust as a
subjective concept. For example, we may represent the sys-
tem’s uncertain belief about the user’s trust by a probability
distribution over different levels of trust. Furthermore, the
connection between critical events and trust is inherently
non-deterministic. For example, we cannot always be abso-
lutely sure that the user notices a critical event at all. It
may also happen that a user considers a critical event as
rather harmless. Bayesian Networks allow us to make pre-
dictions based on conditional probabilities that model how
likely the value of the child variable is given the value of the
parent variables. For example, we may model how likely it
is that the user has a moderate level of trust if the system’s
behavior is moderately transparent.

Furthermore, Bayesian Networks enable to model the re-
lationship between trust and its dimension in a rather in-
tuitive manner. For example, it is rather straightforward
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to model that reduced transparency leads to a decrease of
user trust. The exact probabilities are usually difficult to
determine. However, the conditional probabilities can also
be (partially) derived from the user data we collected in the
experiment described in Section 5.

In Figure 2, a Bayesian Network for modeling trust is
shown. The left part of the Bayesian Network represents
the factors that influence the establishment of immediate
trust while the right part of the Bayesian network models
the development of interaction-based trust. Immediate trust
dimensions include security (conveyed, for example, by the
use of certificates), seriousness (reflected, for example, by
the system’s look-and-feel) and credibility (supported, for
example, by company profile information). In this context,
we would like to emphasize that trust dimensions may only
affect the user’s trust if the user is aware of them. For exam-
ple, high security standards will only have an impact on user
trust if the user knows that they exist. To describe the de-
terminants of interaction-based trust, we further distinguish
between the quality of interaction, privacy and reliability.
The quality of interaction is characterized by transparency,
controllability and comfort of use. Both the development
of immediate trust and interaction-based trust depends on
the user’s trust disposition which is characterized by his or
her competence and their general confidence into technical
systems.

6.2 Monitoring Trust over Time
After smoothly interacting with a system over a longer

period of time, the users’ trust into a system is likely to
increase. However, it may also happen that an unexpected
system event, such as a sudden breakdown of the system, a
substantial delay in the transfer of data or a serious leak-
age of data, causes a sudden loss of trust. All in all, the
development of user trust must be continuously monitored
at runtime in order to detect critical situations that re-
quire optimisations of the system to re-establish trust. As
a consequence, we do not only need a model that describes
the relationship between user trust and its dimensions, but
also a model that explains the dynamics of trust. Dynamic
Bayesian Networks allow us to model the dependencies be-
tween the current states of variables and earlier states of
variables.

In the middle part of Figure 2, a fraction of the Bayesian
Network is shown illustrating how trust develops over time
depending on the user’s immediate level of trust and events
occurring at time t = 1. Due to space limitations, we only
present one time plate (t = 1). For simplicity, we only con-
sider the user’s level of trust at time ti−1 to determine the
user’s level of trust at time ti. We introduce a variable called
System Event to represent for each point in time what (if
any) kind of event occurred. The values of the variables
System Event influence the values of the dimension vari-
ables Comfort of Use, transparency, controllability, privacy
and reliability.

6.3 Maintaining User Trust
The Bayesian Network presented above supports us in

making decisions on how to maintain trust in critical sit-
uations. Such situations arise, among other things, when
other people enter the user’s private space [11], when the
system has to generate presentations based on inaccurate
user or context data [7] or when the system’s adaptation

behavior mismatches the user’s expectations [6]. Within
the Bayesian Networks such situations can be handled by
adding decision and utility nodes. A decision node repre-
sents all choices that can be made by the system while a
utility node indicates the utilities of all possible outcomes.
As an example, let us assume a user wishes to display data
on a public display. To cope with such a request, the system
may consider four options: (1) transferring all data to the
public display, (2) filtering out data that the system consid-
ers as private or (3) asking the user for confirmation. In the
Bayesian Network shown in Figure 2 we introduced a deci-
sion node called System Action to represent all actions the
system may decide to execute. In the example, Option (1)
may raise serious privacy concerns, option, (2) may confuse
users and option and (3) is rather cumbersome. In addition,
option (1) and (2) might give users the feeling that they
have no longer the system under control. The arc between
the decision node and the nodes for the dimensions of trust
represents such influences. All decisions are evaluated based
on the usefulness of their consequences. The utility node
attached to the node called user trust indicates the utility
of the single decisions based on user trust.

7. CONCLUSION
In this paper we aimed at the management of user trust

in ubiquitous computing systems. Our introduced Bayesian
Network provides knowledge about the interplay between
trust dimensions and user trust at the design time of a sys-
tem. At the runtime of the system, the Network also assists
the dynamic monitoring of user trust for estimating influ-
ences of incidents on user trust. In future work we will
evaluate different parts of the Bayesian Network. In par-
ticular, we would like to validate aspects of immediate and
interaction-based trust.
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to Georg Döhring, Jessica Eichberg, Dominik Hecht, Michael
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