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ABSTRACT

The usability of IT security management (ITSM) tools is
hard to evaluate by regular methods, making heuristic eval-
uation attractive. However, standard usability heuristics
are hard to apply as IT security management occurs within
a complex and collaborative context that involves diverse
stakeholders. We propose a set of ITSM usability heuristics
that are based on activity theory, are supported by prior re-
search, and consider the complex and cooperative nature of
security management. In a between-subjects study, we com-
pared the employment of the ITSM and Nielsen’s heuristics
for evaluation of a commercial identity management system.
Participants who used the ITSM set found more problems
categorized as severe than those who used Nielsen’s. As eval-
uators identified different types of problems with the two sets
of heuristics, we recommend employing both the ITSM and
Nielsen’s heuristics during evaluation of I'TSM tools.
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Keywords
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1. INTRODUCTION

Information technology security management (ITSM) tools
serve several purposes including protection (e.g., network,
system, and data), detection (e.g., tools for threat and vul-
nerability management), and user management (e.g., tools
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for identity and access management) [4]. Recent research [6,
57, 14] has highlighted the need to understand how ITSM
tools support collaboration and information sharing between
IT security practitioners (SPs); IT administrators; and other
stakeholders, such as managers and end-users. Werlinger et
al. [57] identified nine security activities that require collabo-
rative interactions and developed a model of the complexity
of their interactions. This complexity arises from organiza-
tional attributes (e.g., distribution of IT management); the
need for SPs to interact with multiple stakeholders with dif-
ferent perceptions of risk and levels of security training; and
their need to engage in multiple security related activities.
Each of these activities may require different tacit knowledge
and kinds of information to be conveyed.

Evaluating the usability of specific ITSM tools is challeng-
ing. Laboratory experiments may have little validity due to
the complexity of real-world security problems and the need
to situate a specific tool within a larger context [33]. How-
ever, it is difficult to recruit SPs for simple interviews, let
alone field observations [6, 26]. Direct observation of tool
use can be time consuming as much security work is sponta-
neous (e.g., security incident response), or occurs over many
months (e.g., deploying an identity management system).
As ITSM tool use is intrinsically cooperative, its study in-
herits the difficulties of studying cooperation [33]. There-
fore, heuristic evaluation of ITSM tools could be a viable
component of tool usability evaluation.

The goal of our research is to develop and evaluate a new
set of heuristics for evaluating ITSM tools. The focus of our
heuristics is on finding problems that hinder the use of tools
in those ITSM activities that are distributed over time and
space, involve collaboration between different stakeholders,
and require knowledge to deal with the complexity.

In this paper, we propose heuristics grounded in prior us-
ability research for IT and ITSM tools, and supported by
post-cognitivist theories [24]. We then report an empirical
evaluation of our heuristics in which we compared their us-
age to Nielsen’s. We conducted a between-subjects study
with 28 participants and examined different aspects of eval-
uation when deploying the two sets of heuristics. Our results
suggest that the number of major problems that are found
using the I'TSM heuristics is higher than the number of prob-
lems that are found using Nielsen’s. Our results also show
that evaluators using I'TSM heuristics tend to find more se-
vere problems compared to those using Nielsen’s. Further-
more, our results show that the evaluation of the IdM system



requires more evaluators compared to evaluations performed
by Nielsen on simple user interfaces; we observed few over-
laps between problems identified by individual evaluators
using either Nielsen’s or the ITSM heuristics. Due to the
low degree of overlap between the two sets, we recommend
that heuristic evaluations of I'TSM tools employ both ITSM
and Nielsen’s.

The remainder of this paper is organized as follows. We
provide some background information on activity theory,
heuristic evaluation method, and review the prior research
on developing new heuristics in Section 2. In Section 3, we
explain the process of developing the ITSM heuristics, de-
scribe the heuristics, and provide the theoretical background
for them. We then describe the methodology for the compar-
ative evaluation of our heuristics in Section 4, before laying
out its results in Section 5. In Section 6, we discuss our ob-
servations in performing evaluation with Nielsen and I'TSM
heuristics, and then describe future work. We conclude with
an overview of our results and recommendations.

2. BACKGROUND AND RELATED WORK
2.1 Activity Theory

One of the dominant theoretical foundations for HCI has
been information processing psychology [24]. This theory
focuses on human actions as the units of analysis. This ap-
proach to HCI has been criticized by many researchers as it
doesn’t take into account the context in which users’ actions
are situated. Activity theory has been proposed as an alter-
native theory. Kuutti [27] discusses four key aspects of activ-
ity theory. First, activity theory moves the unit of analysis
beyond user actions, and proposes “Human Activity” as the
unit of analysis, which includes the context in which user’s
actions are situated. Second, every activity has a history
of its own. This history is often embedded in the activity,
and historical analysis is required to understand the activ-
ity. Third, relationships between components of the activity
are mediated by artifacts. Fourth, activities are realized as
individual or cooperative actions. Engestrom [10] proposed
the formulation of activity theory shown in Figure 1. He
suggests every activity has a subject that performs the ac-
tivity, and an object toward which the activity is directed.
Based on this model, a subject manipulates an object us-
ing a set of artifacts (e.g., tools, documents, procedures).
Furthermore, an activity involves other stakeholders and a
set of rules and norms, which governs the activity. As prior
research shows that social and organizational factors impact
ITSM activities, activity theory may be useful when describ-
ing the I'TSM context.

2.2 Heuristic Evaluation

Heuristic evaluation is a type of informal or discount us-
ability evaluation method [37]. As opposed to empirical us-
ability evaluation, informal usability evaluation does not in-
volve real users, and requires less time and a smaller budget.
A survey of 103 user-centered design practitioners [55] shows
HE has the highest impact among informal usability eval-
uation techniques, though it is the second most frequently
used. Jeflries et al. [22] found that HE identifies more se-
rious problems than usability testing, guidelines, and cog-
nitive walkthroughs. Heuristic evaluation is performed by
inspecting an interface and identifying usability problems.
The evaluation should be conducted according to certain

Artifacts e.g., security tools,
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Object
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practitioner users, deploying a

irewall
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policy, security employees, external approver, access
policy, standards  contractors granter

Figure 1: Activity triangle proposed by Engestrom.
Examples of each component are provided in the
context of ITSM.

rules that guide the evaluation process. These rules can
be chosen at different levels of granularity. According to
Shneiderman [47], guidance to designers can emerge in three
forms: “(1) high level theories and models, (2) middle-level
principles, and (3) specific and practical guidelines.” Te’eni
et al. [50] describe principles as “representing the theory with
an eye to what we should practice and the guidelines taking
the principles one step further toward their application.” For
heuristic evaluation, the use of principles is recommended
rather than theories or guidelines [38]. The most widely ac-
cepted heuristics are Nielsen’s [38], which are theoretically
grounded and extensively tested. They are based on Nor-
man’s theory of action [39], and focus on the dialogue be-
tween a single user and the physical world. Nielsen’s heuris-
tics can be modified or extended to address the characteris-
tics of a specific domain.

2.3 Domain Specific Heuristics

Our review of literature on HE shows that there are two
dominant approaches in proposing usability heuristics for
a specific software domain. On the one hand, researchers
extend or adapt Nielsen’s usability heuristics for a specific
domain (e.g., ambient displays [29], video games [42], vir-
tual reality [49], medical devices [59], intelligent tutoring
systems [30], and intrusion detection systems [60]). On the
other hand, researchers develop new heuristics based on a
specific theory that takes into account the characteristics
of the target domain (e.g., heuristics based on the locales
framework [12] for evaluation of groupware [15], heuristics
based on the mechanics of collaboration [16] for evaluation of
shared visual work surfaces for distance-separated groups [1,
2]). While the heuristics proposed by Baker et. al [1] and
Greenberg et. al [15] can be used to evaluate certain collab-
orative aspects of ITSM tools (e.g., communication channels
used during collaboration; and facilities for planning, initi-
ating and, managing collaboration), they do not examine
certain characteristics of IT security, such as the need for
pattern recognition, and inferential analysis to address pre-
viously unknown conditions [6]; the use of historical data
and logs in understanding the current context [6, 13]; the
involvement of stakeholders with diverse backgrounds and
knowledge [57]; the reliance on transactive memory to use
other stakeholders’ knowledge [5]; and the need for verifi-
cation while performing actions on complex systems that
involve uncertain immediate results [52].

We have found only one instance of applying HE to an



ITSM tool. Zhou et al. [60] developed a list of six heuristics,
based on Nielsen’s heuristics, for the usability evaluation of
intrusion detection systems. They noted that they devel-
oped this list based on surveys and interviews with SPs, but
they did not provide any details of their evaluation method-
ology. From their list of six heuristics, four are identical to
Nielsen’s heuristics, and the other two are extensions.

3. PROPOSED ITSM HEURISTICS

We chose to develop a new set of heuristics for ITSM tool
evaluation rather than extending Nielsen’s heuristics. En-
gestrom [10] explains that “[action theories] have difficulties
in accounting for the socially distributed or collective as-
pects, as well as the artifact-mediated or cultural aspects
of purposeful human behavior.” Therefore, while applying
Nielsen’s heuristics to ITSM tools may improve the usability
of tools by helping users form and work toward immediate
goals more effectively, it may not improve the usability of
the tool by addressing socio-cultural and collaborative issues
at the level of activity. On the other hand, heuristics for us-
ability evaluation of groupware [15, 1, 2] do not account
for certain characteristics like transactive memory, creativ-
ity, and informal social networks of the IT security domain.
According to Nardi et al. [32], the bulk of CSCW research
considers work in teams that have clearly defined and stable
roles; this is not the case in ITSM. In ITSM, SPs need to
coordinate ad-hoc teams and involve different stakeholders
to perform security activities, such as incident response or
policy development [57].

Given these characteristics of ITSM, post-cognitivist the-
ories are good candidates to provide a foundation for de-
veloping heuristics for I'TSM. These theories extend their
focus beyond information processing to include how the use
of technology emerges in social, cultural and organizational
contexts [24]. Therefore, we developed a set of new heuris-
tics based on activity theory [23], which is considered the
most widely used post-cognitivist theory in HCI [31, 23].

The process we used for building heuristics for ITSM be-
gan by understanding the characteristics of ITSM tools that
help SPs perform activities more efficiently. We collected
data from two sources: related work and interviews per-
formed in the HOT-Admin project, which had the goal of un-
derstanding the human, organizational, and technical issues
in IT security [19]. We first selected a set of primary publi-
cations to analyze, which included four HOT-Admin papers,
as well as fourteen other papers about ITSM tools. Analyz-
ing the literature as a qualitative data source, we identified
164 explicit guidelines for building I'TSM tools, recommen-
dations for improvement, design decisions in a particular
tool that have positive impact on usability, and wish lists
about tools. We categorized these using grounded theory [8].
First, we performed open coding using codes that emerged
from the data, followed by axial coding to combine con-
ceptually similar open codes. Meanwhile, we broadened our
survey by reviewing the papers published in well-known con-
ferences related to the topic, performing keyword searches,
and mining the references from our original set of 18 pa-
pers. The result of this search was a list of 56 papers. We
then reviewed the papers and found another 22 papers that
could contribute to our guidelines. We also analyzed five
semi-structured interviews with SPs to find support for our
guidelines and illustrative examples. The interviews were
part of the HOT-Admin corpus, but had not been analyzed

when the HOT-Admin papers cited in our survey were writ-
ten. This process resulted in 19 guidelines for ITSM tools
(for a full description of the process and the generated guide-
lines, see [21]).

To develop the ITSM heuristics, we reviewed the guide-
lines and compared them to the theoretical constructs of ac-
tivity theory. This helped us combine guidelines supported
by the same theoretical construct into higher level princi-
ples. The theory allowed us to interpret the rationale be-
hind each guideline, and consequently helped to consolidate
and abstract the guidelines into heuristics, which are more
general, yet cover a broader range of usability problems than
just the guidelines. When principles are crafted as heuris-
tics, they should be concise, easy to understand, and open to
interpretation. We next present our heuristics and discuss
the rationale behind them:

Heuristic 1 - Visibility of activity status: “Provide
users with awareness of the status of the activity distributed
over time and space. The status may include the other users
involved in the activity, their actions, and distribution of
work between them; rules that govern the activity; tools, in-
formation, and materials used in the activity; and progress
toward the activity objective. Provide communication chan-
nels for transferring the status of the activity. While provid-
ing awareness is cructal, limit the awareness to only what
the user needs to know to complete his actions.”

Discussion: In IT security, the actions that form an
activity are distributed across time and space. These ac-
tions are performed in an organizational context with cer-
tain norms and rules. Plans are created and modified by
different stakeholders, and roles are assigned dynamically to
address unknown conditions. Prior ITSM research points
to the importance of providing awareness of organizational
constraints [58], communication channels [57], methods for
sending cues to different stakeholders to inform them about
when and how to act [5], awareness of what other stakehold-
ers perform in the system, sharing the system state between
different SPs and grounding new participants in ITSM ac-
tivities [17].

Looking at the problem through the lens of activity the-
ory, tools can provide awareness about the components of
activity shown in Figure 1. Carroll et al. [7] described three
types of awareness: (1) social awareness, the understanding
of current social context in an activity (e.g., rules, artifacts);
(2) action awareness, the understanding of actions of collab-
orators on shared resources; and (3) activity awareness, the
understanding of how shared plans are created and modi-
fied, how things are evaluated, and how roles are assigned.
As ITSM tools deal with sensitive information, a balance
should be kept between visibility and privacy; in the words
of Erickson and Kellogg [11], visibility should be in the form
of social translucence rather than social transparency.

While this heuristic is similar to Nielsen’s “Visibility of
System Status” heuristic, there are differences between the
two. Nielsen’s visibility heuristic focuses on the immediate
status of the system, which is needed by the user to decide
which action to execute, as well as on the immediate sta-
tus after execution, which is needed by the user to evaluate
the outcome of the action. On the other hand, the ITSM
heuristic includes aspects of system status that might not
immediately and locally be available to the user. The user
must then use different communication channels and cues to
understand the status of the system.



Heuristic 2 - History of actions and changes on ar-
tifacts: “Allow capturing the history of actions and changes
on tools or other artefacts such as policies, logs, and com-
munications between users. Provide a means for searching
and analyzing historical information.”

Discussion: Accountability and reflecting on work are
important aspects of ITSM [13, 52]. As I'TSM involves cre-
ative work to address unknown conditions, providing usage
histories supports creativity, learning, and quality improve-
ment [48]. Audits, which aid in reflecting on work, are man-
dated in IT security contexts as a part of regulatory legis-
lations such as the Sarbanes-Oxley Act [46]. Prior ITSM
research [13] showed the need for SPs to archive logs and
keep a history of communications for audit and accountabil-
ity purposes. Furthermore, archives can be used to build an
understanding of other stakeholders’ actions. For example,
in some organizations access control policies are changed by
multiple SPs; keeping track of changes will help other secu-
rity sanctioners maintain a working knowledge of the imple-
mented policy [3]. Finally, historical information can be used
for trend analysis, learning about the network, and evaluat-
ing the outcome of actions that span time and space [52].

From the theoretical perspective, artifacts in an activity
carry a history with them. Awareness of this history im-
pacts the way those artifacts are used. Hollan et al. [20]
studied experts working in complex environments and found
that usage histories are incorporated in cognitively impor-
tant processes. Historical information could be in the form
of the usage histories of the user himself or of other users of
the system. Usage histories can be employed to reflect on
work, and to get feedback from peers [48].

Heuristic 3 - Flexible representation of informa-
tion: “Allow changing the representation of information to
suit the target audience and their current task. Support flex-
ible reports. Allow tools to change the representation of their
mput/output for flexible combination with other tools.”

Discussion: SPs often use inferential analysis and pat-
tern recognition to develop policies, audit security, or trou-
bleshoot security incidents [6]. For example, they need to
look for certain patterns in network traffic to detect an
anomaly; or they need to analyze users’ access to differ-
ent resources in order to build an effective set of role-based
access control (RBAC) roles. To perform these activities,
SPs often use their tools in creative ways that were not an-
ticipated by tool developers; or alternatively, they combine
their tools. Botta et al. [6] identified SP’s practice of brico-
lage (i.e., combining different tools in new ways) to address
complex problems and argue that ITSM tools should survive
in the arena of bricolage. Haber et al. [17] and Beal [4] also
point to the need for better integration between ITSM tools.

Tools should also be flexible in representing information
to allow stakeholders to use them in different ways based
on the task at hand or on their background and knowledge
about the tool. In prior ITSM research, the need for flexi-
ble interaction methods (e.g., Command Line Interface and
Graphical User Interface) [6, 51], flexible reporting [57, 6,
53], visualization techniques [9], and multiple views [17] are
highlighted.

From the theoretical perspective, ITSM activities involve
a distributed cognition process [5, 28]. ITSM tools mediate
artifacts between stakeholders, stakeholders and artifacts,
and other artifacts. According to Norman [40], artifacts
have two types of representation: the internal representa-

tion that is not accessible by the outside world, and the
surface representation that is their interface to the world.
In IT security, tools participate in actions that cannot be
anticipated by tool developers [5]. Therefore, tools should
be able to flexibly provide different surface representations
in order to act as mediating artifacts in various scenarios.
This signifies the need to provide a wide range of representa-
tions, as well as a way to build customized representations.
Prior activity theory research [23, 43] also shows that users
combine and adapt different artifacts to build instruments
to perform their actions in unexpected and unknown condi-
tions, and it argues in favor of highly customizable and open
tools.

Heuristic 4 - Rules and constraints: “Promote rules
and constraints on ITSM activities, but provide freedom to
choose different paths that respect the constraints. Con-
straints can be enforced in multiple layers. For example,
a tool could constrain the possible actions based on the task,
the chosen strategy for performing the task (e.g., the order of
performing actions), the social and organizational structure
(e.g., number of stakeholders involved in the task, policies,
standards), and the competency of the user.”

Discussion: ITSM tools are used in an organizational
environment with certain rules, norms, and constraints. Vi-
olating these constraints might result in sub-optimal situ-
ations; therefore, tools can help enforce such constraints.
Botta et al. [5] show that enforcing norms by ITSM tools
in the form of procedures for notification and support for
particular templates and standards can prevent communi-
cation and collaboration breakdowns. Werlinger et al. [56]
argue that I'TSM tools can promote security culture in or-
ganizations and address the lack of training in stakeholders
by enforcing policies.

From the activity theory perspective, there are rules and
norms that govern every activity. Promoting rules and norms
by tools can lead to awareness and internalization of those
norms by stakeholders [23]. Vicente [54] points out the im-
portance of enforcing rules and constraints by tools, while
allowing users to flexibly explore the possible action space.
This helps users be aware of constraints, and gives them
flexibility to adapt to unexpected situations. Vicente ar-
gues that constraints can be expressed at five different levels:
work domain, control tasks, strategies, social-organizational,
and worker competencies. Rules in ITSM can include secu-
rity and privacy policies or standards, organizational con-
straints, and organizational culture.

Heuristic 5 - Planning and dividing work between
users: “Facilitate dividing work between the users involved
in an activity. For routine and pre-determined tasks, allow
incorporation of a workflow. For unknown conditions, al-
low generation of new work plans and incorporation of new
users.”

Discussion: SPs work in an environment that requires
fast responses to unknown conditions. Furthermore, SPs
and managers work with very tight schedules in which se-
curity has a low priority [6]. Therefore, it is important to
help the planning and division of work between different
stakeholders [56]. SPs often need to coordinate activities
with multiple stakeholders involving other SPs, IT admins,
managers, end-users, and external stakeholders. For exam-
ple, to address a security incident, SPs often need to collect
data from end-users or other IT specialists; analyze the in-
cident; coordinate and collaborate with IT specialists, who



own the impacted sub-systems (e.g., database admins, web-
server admins); communicate with managers to warn them
about the risks associated with the incident and possible dis-
ruptions in service; and even collaborate with external SPs
to solve the problem. In all of these cases, proper planning
tools should be available to quickly involve stakeholders and
divide work between them.

Activity theory points to the division of labour as an im-
portant aspect of activity. Furthermore, division of labour
should take into account constraints at the social organiza-
tional level, as well as possible methods for generating plans
and collaborating together considering those constraints.

Heuristic 6 - Capturing, sharing, and discovery of
knowledge: “Allow users to capture and store their knowl-
edge. This could be explicit by means of generating docu-
ments, web-pages, scripts, and notes, or implicit by provid-
ing access to a history of their previous actions. Tools should
then facilitate sharing such knowledge with other users. Fur-
thermore, tools should facilitate discovery of the required
knowledge source. The knowledge source can be an artifact
(e.g., document, web-page, script) or a person who possesses
the knowledge. Provide means of communicating with the
person who possess the knowledge.”

Discussion: SPs rely heavily on tacit knowledge in order
to perform their tasks [5]. For example, in order to imple-
ment security access controls, a security practitioner needs
to know about different activities that a stakeholder needs
to perform, and the resources in the system to which access
should be granted in order to allow the stakeholder to per-
form those activities. To address problems in the complex
and evolving scene of ITSM, SPs need to use the knowledge
and experience of other stakeholders involved in the activity.
This can be in the form of other stakeholders’ tacit knowl-
edge in the organization or the knowledge distributed in the
community. Prior research in I'TSM points out the impor-
tance of managing tacit knowledge [5] and suggests policy
specification as a method to transfer such knowledge [56].
Kesh et al. [25] demonstrate the importance of knowledge
management in I'T security. Rogers [44] discusses the need
for transmitting knowledge at the “window of opportunity”
during troubleshooting in a network environment that in-
volves multiple stakeholders and describes it as a challenging
task.

From the theoretical perspective, the relationship between
different actors in the activity is mediated by artifacts. As a
result, in order to transfer knowledge, users should be able
to externalize their knowledge as artifacts [10]. Facilities for
identification and access to the required knowledge sources
must then be provided. If externalization of knowledge is not
feasible, a method for finding and starting collaboration with
the person who possesses the knowledge should be provided.
In this case, the communication channel is considered the
mediating artifact.

Heuristic 7 - Verification of knowledge: “For critical
ITSM activities, tools should help SPs validate their knowl-
edge about the actions required for performing the activity.
Allow users to perform actions on a test environment and
validate the results of these actions before applying them to
the real system. Allow users to document the required ac-
tions in the form of a note or a script. This helps the users
or their colleagues to review the required actions before ap-
plying them to the system.”

Discussion: Many actions in I'TSM are responses to new,

unseen, and complex situations [6, 5]. These actions are
performed on artifacts that are critical to the organization.
Moreover, the actions are distributed in time and space and
the result of an action cannot be evaluated in real time.
Therefore, errors in ITSM activities could lead to a security
breach or disrupt services to the organization’s employees,
which might impose high costs on the organization. For ex-
ample, an error during deployment of a patch to address a
serious security vulnerability might disrupt service and con-
flict with an organization’s business activities [5]. On the
other hand, it is hard to predict, or instantly determine, the
outcome of the patching process, as other stakeholders need
to confirm that the service is not impacted by the patching
process. To mitigate this, SPs employ “rehearsal and plan-
ning” [17], by rehearsing the actions on a test system before
performing it on a production system.

This practice can be clarified from a theoretical perspec-
tive. To find a solution to a new or complex problem, an SP
usually consults several information sources and combines
them into a single artefact (e.g., a plan, a guide document,
a check list). This artefact acts as an external memory to
the subject. Moreover, in this process, the SP internalizes
knowledge from different sources. The internalized knowl-
edge might not be completely correct or applicable to the sit-
uation at hand. Therefore, it should be verified before apply-
ing it to the system. Activity theory asserts that the process
of revising knowledge involves externalization of knowledge,
performing revision, and internalizing the revised knowledge
again [10]. In the context of ITSM, SPs perform externaliza-
tion when they employ rehearsal. If something goes wrong
in the rehearsal, SPs re-examine their interpretation of the
external knowledge sources and go through the rehearsal
and revision cycle again. After successful rehearsal, SPs can
perform the rehearsed actions on the critical artefact.

In this section, we described seven heuristics for the eval-
uation of ITSM tools. We described each I'TSM heuristic,
provided evidence about the usefulness of the heuristic in
the IT security domain, and the theoretical support for the
heuristic. In the next section, we describe the methodology
we employed when we examined the use of heuristics for the
evaluation of an IT security tool.

4. EVALUATION METHODOLOGY

While the ITSM heuristics are grounded in empirical data
and supported by theory, the effectiveness of the heuristics
must be validated by using them in a standard heuristic
evaluation process. The ultimate criteria for the effective-
ness of a set of heuristics (or a usability evaluation method
in general) is finding real problems that users will encounter
in real work contexts, which will have an impact on usabil-
ity (e.g., user performance, productivity, and/or satisfac-
tion) [18]. However, it is not possible to determine if each
usability problem is real or not [41]. The best we can do is
to estimate the impact of the potential problem on the users
who will use the system. We evaluated our approach based
on the the following criteria for comparison: (1) thorough-
ness, the ability of the method to find most of the known
problems; (2) reliability, the ability of the method to find
severe problems; and (3) validity, the ability of the method
to find valid problems.

Besides investigating the effectiveness of the ITSM heuris-
tics, we wanted to investigate the characteristics of an eval-
uation which uses them; and we wanted to compare them to



the characteristics of evaluation using Nielsen’s heuristics.
The evaluation characteristics we considered include: (1)
the number of evaluators required; (2) background knowl-
edge required; and (3) the usefulness, ease of learning, and
ease of applying heuristics.

To achieve the aforementioned goals, we performed a com-
parative study of the I'TSM heuristics with Nielsen’s heuris-
tics. The design of the study was between-subjects, and
participants were divided into two groups: those that used
Nielsen’s heuristics (Nielsen condition, 14 participants) and
those that used the ITSM heuristics (ITSM condition, 14
participants). For the I'TSM condition, we performed 3 in
person evaluation sessions (3, 3, and 1 participants per ses-
sion), and 7 remote evaluation sessions (1 participant per
session). For the Nielsen condition, we performed 4 in per-
son evaluation sessions (3, 2, 2, and 1 participants per ses-
sion) and 6 remote evaluation sessions (1 participant per
session).

Ethical Considerations: According to the University of
British Columbia’s (UBC) policy, any research project that
involves human subjects must be reviewed and approved by
the Behavioral Research Ethics Board (BREB). Our study
involved HCI professionals and experts who are categorized
as a “very low” vulnerability group. Furthermore, our re-
search procedures did not involve any participant risk (e.g.,
physical, emotional, psychological, financial, legal, privacy,
reputation, group or social status). Therefore, our study
was approved as a minimal risk study. We were required
to submit our study materials, consent forms, and study
procedures to the BREB. Furthermore, all members of the
research team completed a mandatory online tutorial in re-
search ethics before the submission of the ethics application.

Recruitment: The main inclusion criteria for our study
was a human computer interaction background, and famil-
iarity with heuristic evaluation. To recruit participants, we
sent emails to all graduate students in the Computer Sci-
ence and Electrical and Computer Engineering departments
of UBC. We also sent emails to the user experience mailing
list in Vancouver, to online HCI communities, and the CHI-
Announce mailing list, in order to reach participants with
professional and academic HCI experience; and to Usable
Security mailing lists, in order to reach participants with a
background in both security and usability. All participants
were given a $50 (CDN) honorarium for their participation.

Participants: In an attempt to balance the expertise of
participants in each group, we screened them to assess their
HCI and computer security background. In Table 1 we
present our participants’ demographics in terms of age, gen-
der, level of education, and educational background. We
also indicate the years of professional and research experi-
ence our participants had in HCI and computer security.
All but one participant had received formal HCI training,
with the majority (17) receiving formal training specifically
on heuristic evaluation. Also, the majority of participants
(19) had performed at least one heuristic evaluation in the
past. In order to validate whether the expertise of the two
groups was balanced, we calculated scores regarding par-
ticipants’ experience in HCI and computer security, using
the weighted average of the different experience indicators.
To quantify HCI experience, we used years of experience,
number of courses, prior HE training, and number of prior
heuristic evaluations. To quantify computer security experi-
ence, we used years of experience, number of courses, prior

Table 1: Participants’ demographics for each condi-

tion.
Condition ITSM Nielsen| Total
Group Size (N) 14 14 28
19-24 2 2 4
Age 25-30 6 7 13
31-35 4 1 5
36-45 2 4 6
Female 6 6 12
Gender Male 8 8 16
Diploma 1 0 1
Educational | Undergraduate 6 8 14
Level
Graduate 7 6 13
HCI research and | 3.57 3.29 3.43
professional
Years of | Computer security | 0.64 0.50 0.57
experience research
(ave.)
Computer security | 1.0 0.32 0.66
professional

experience with IdM systems, and prior experience in work-
ing in a organization that uses role-based access control.
Independent sample t-tests revealed no statistically signifi-
cant difference in HCI and computer security scores between
the two groups, as measured by our scoring system (HCI:
Nielsen’s (M = 5.93, SD = 4.01), ITSM (M = 6.48, SD =
4.81), £(25.16)=-0.33, p=0.75; Computer security: Nielsen’s
(M = 242, SD = 1.64), ITSM (M = 3.39, SD = 3.55),
£(18.31)=-0.92, p=0.37).

Target System: We chose an Identity Management (IdM)
system as the target system for performing the heuristic
evaluation. An IdM system is used to manage the digital
identities of users in an enterprise, and control the accesses
of those identities to resources. Furthermore, the system
allows the request and approval of access to resources, au-
diting, reporting, and compliance. We installed CA Identity
Manager 12.0 CR3 in a laboratory environment on a virtual
machine using VMWare Server. Access to the system was
through a web interface.

Study protocol: An overview of the study protocol is pro-
vided in Figure 2; we now describe the details of each step.

& 10min &Sﬂmin & 2hr &mr
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. . Focus

background Training Evaluation
questionnaire group

Figure 2: Study protocol overview

We began by obtaining the participants’ consent, and then
asked them to complete a background questionnaire (Ap-
pendix 1). In the questionnaire, we obtained demographic
information and collected data to assess the background of
the participants on HCI and computer security. This ques-
tionnaire was similar to the screening questionnaire, but we
also collected qualitative data to clarify quantitative data
(e.g., besides the number of HCI courses taken, we asked
participants to provide the list of such courses).

We then provided training on heuristic evaluation for the
participants, and described the specific heuristic set to be
used during the heuristic evaluation. We demonstrated the
application of the heuristics in a running example of evalu-
ating a network firewall system. We concluded the training
session with an introduction on the IdM system to be eval-



uated. In all cases, training material was presented to the
participants through online slides with vocal narratives. Us-
ing slides with recorded narratives allowed us to provide ex-
actly the same training to all participants in each condition,
whether they participated in person or remotely.

During the heuristic evaluation, participants inspected the
interface individually. Each had access to an instance of the
IdM system, and all the instances were identical. We lim-
ited the scope of the evaluation to a few typical usage sce-
narios [45]. Using scenarios has two main benefits. First,
the IdM system is complex, and it is not possible to cover
the whole software in one evaluation session. Second, sce-
narios can guide evaluators who are not domain experts in
performing specific tasks on the IdM system. The scenarios
were designed for an example organization, and each IdM
instance was configured with the users and structure of the
example organization. We also described the characteristics
(e.g., background, knowledge, work schedule) of the stake-
holders referred to in the scenarios, and we provided their
usernames and passwords in the IdM system. The evalua-
tors could then log-in to the system as the various stake-
holders while they performed the steps of the scenarios. An
overview of the four scenarios used in the study is presented
in Table 2 (Appendix 2 includes the complete evaluation
guide). We provided participants with the list of scenar-
ios and asked them (1) to identify usability problems with
the provided set of heuristics; and (2) for each problem, to
specify the scenario and the heuristic. The participants en-
tered the identified problems in an online form (Appendix
3). Participants had two hours to perform the evaluation.

After the evaluation session, participants were provided
with a post-evaluation questionnaire (Appendix 4) to rate
their experience in using heuristics. We then conducted ei-
ther a focus group session (for sessions with multiple in-
person participants) or an interview (for remote or single
in-person participants) to discuss participants’ experience
in using the heuristics, capture their suggestions for improv-
ing heuristics, and discuss usability problems that cannot
be associated with any of the heuristics. We added this step
so that we could gather qualitative data, which can better
reveal the reasons behind whether or not the heuristics are
useful, easy to use, and easy to apply. Furthermore, we were
able to probe the usability of the interface in general and to
discuss usability issues that might not be related to either
set of heuristics.

We piloted and refined our study protocol and materials
through several iterations. We performed two complete pilot
study sessions (6 and 2 participants); and we held several
pilot tests as we iterated upon the individual study com-
ponents, including the background questionnaire (total of 6
participants), the description of the heuristics (6), the train-
ing materials (2) and the evaluation guide (7).

4.1 Data Analysis

A crucial step in heuristic evaluation is aggregating the
problems found by different evaluators and determining the
severity of the problems. Our pilot study revealed that eval-
uators find problems at different levels of granularity, find
duplicate problems, and state problems using different ter-
minology. As a result, before aggregating all of the problems,
we needed to make the granularity of problems consistent
across all of the evaluators. In order to have a consistent
and repeatable methodology of aggregating the problems

Table 2: Scenarios Details

Scenario Description

Self-serve A contractor just arrived at a company and wants to
user cre- | create a user account. He should use the self-service
ation feature in the IdM system to create an account. Then

a member of IT security team should review and
approve his request.

Bulk user | When an employee is hired by the company, or in-
creation formation about an employee changes, or an em-
ployee leaves the company, the changes are reflected
in the HR (Human Resources) system. A member
of the security team receives a file containing all the
changes from the HR system, uploads the file to the
system and troubleshoots errors.

When an employee needs access to certain resources
he initiates a request. The request should first be
approved by his manager. After the manager’s ap-
proval, the request should be reviewed, and imple-
mented by a security admin.

Request
privileges

Certification| Security team frequently initiates employee certifica-
process tion. In this process, the manager of each employee
receives a request that he should review and certify
the privileges of his employee. The security team
then reviews the result of certification and closes
the certification process by revoking all of the non-

certified privileges.

and rating their severity, we used the following steps. These
steps were performed by two researchers, and any inconsis-
tencies were resolved by consensus.

Aggregating problems: we performed the following steps
to aggregate problems found in each condition and generate
a list of known problems in both the ITSM and Nielsen
conditions:

1. Problem Synthesis: We first decomposed problems into
their finest level of granularity. Since each part of a com-
pound problem might have a certain severity, and therefore a
priority for fixing, they need to be decomposed into multiple
problems. Compound problems include those that refer to
different actions, different artifacts, or different mechanisms
in the interface. In addition, we eliminated unknown prob-
lems and false positives. If a problem could not be repro-
duced by the researchers (e.g., it happened due to a sudden
breakdown or crash in the system during the study, or the
description of the problem was not understandable), we re-
moved the problem from the list and marked it as unknown.
We marked as false positives any problems that had any of
the following characteristics: (1) the problem was caused by
the constraints or requirements of the underlying operating
system or hardware/software infrastructure, (2) the prob-
lem was caused by the business constraints or requirements
of the program, or (3) the reasoning of the evaluator in de-
scribing the problem was fallacious.

2. Aggregating problems: After problem synthesis, each
researcher began with an empty list of aggregated problems.
Each identified problem was compared with the problems in
the aggregated list. If the problem was not present in the
list, it was added to the list. Otherwise, the description of
the problem in the aggregated list was refined. Furthermore,
if the set of heuristics associated with the problem in the list
was different from the set associated with the problem to be
aggregated with the list, the association was updated as the
union of associations.

3. Tagging the problems with heuristics: Researchers re-
viewed each problem in the list, and tagged the problem



with one or more of the heuristics that were the most rele-
vant to the problem. This process was performed without
looking at the original heuristic(s) which were provided by
evaluators when each problem was found.

Assigning severity ratings: We used five levels of sever-
ity: 0-not a usability problem, 1-cosmetic, 2-minor, 3-major,
and 4-catastrophe [34]. We asked four usable security re-
searchers, who had training in heuristic evaluation, to inde-
pendently determine the severity of each problem. We asked
them to judge each problem based on its frequency, impact,
and persistence. We then used the mean of their severity
ratings as the severity for the problem. Based on the mean
severity rating, we placed the problems into two categories:
major (mean severity > 2) and minor (mean severity < 2).

S. EVALUATION RESULTS

Overview: Table 3 shows the classification of the problems
in each condition. The “Problem Reports” column shows
the initial number of problems reported by the evaluators.
The “Tokens” column shows the number of valid reported
problem tokens for each condition after removing unknown
problems, false positives, and problems that each evaluator
reported multiple times. If a problem is reported by mul-
tiple evaluators, we counted each of the problem reports as
a token. The “Known” column shows the number of prob-
lems after combining problems that are reported by multiple
evaluators. For example, if a problem is found by multiple
evaluators, we counted it as a single known problem. The
table shows that, although the synthesis involved decom-
position, it resulted in fewer problems in each condition.
This was due to combining problem tokens that are found
by multiple evaluators, and eliminating false positives and
unknown problems. Table 3 also shows the classification of
known problems as either major or minor severity. Table 4
shows the number of problems that are unique to each con-
dition, classified by their type. Our analysis revealed that
of the 131 total known problems, only 48 were identified in
both conditions.

Effectiveness of heuristics: Based on the number and sever-
ity of the problems found in each condition (Table 3), and
(Table 4), we compared the effectiveness of the heuristics
used in each condition. Since the final output of a heuris-
tic evaluation is a combined list of problems (as opposed to
individual lists by different evaluators), we calculate effec-
tiveness metrics based on the aggregate of problems from
different evaluators (known problems instead of individual
problem tokens).

Thoroughness: We calculate thoroughness as the propor-
tion of the problems identified in each condition. Our results
show that the evaluation with the I'TSM heuristics resulted
in finding 71% of total known problems while the evaluation
with Nielsen’s heuristics resulted in finding 66% of them. In
some cases, finding fewer, but more severe, problems might
be more important than finding many minor problems. To
examine this, we used the notion of Weighted Thoroughness
(WT) by increasing the weight of the problems based on
their severity [18]. Using Equation 1 (we used an equivalent
equation for Nielsen condition), the weighted thoroughness
of ITSM and Nielsen’s heuristics are 77% and 60% respec-
tively.

Table 4: Overview of problems unique to the condi-
tions

[ Condition | Known | Major | Minor [ FP | Unknown |

[ _ItsMm_ | 45 [ 23 [ 22 [ 17 | 16 |
[ Nielsen ] 38 [ 5 [ 33 [ 44 ] 17 |
Severity(p)
e KnownITSM
wrT =" ‘ x 100 1
> Severity(p) (1)
pE Known

Reliability: It is important for a set of heuristics to be able
to identify major usability issues as they may seriously hin-
der the ability of the user to operate the system effectively
and efficiently. Table 3 shows the total number of problems
identified in our study for each condition, as well as the num-
ber of major and minor problems. The results show that
participants using the set of ITSM heuristics found more se-
vere usability problems for the examined system than the
ones using Nielsen’s set.

Because we had a subset of problems that were com-
mon between the two conditions, before drawing conclusions
about how much better participants performed in identify-
ing major usability issues using our I'TSM heuristics than
those using Nielsen’s set, we needed to determine the ex-
tent to which the major issues were identified by both sets.
We compared the severity of unique problems (Table 4) in
each condition. The results show that I'TSM heuristics were
able to identify more major unique usability issues for the
examined IdM system than the Nielsen’s heuristics.

Validity: Another aspect of our ITSM heuristics that we
examined was whether they yielded fewer false positives
than in the evaluation using Nielsen’s set of heuristics. Par-
ticipants using the ITSM heuristics reported 201 known prob-
lem tokens and 18 false positives, whereas participants using
Nielsen’s heuristics reported 187 known problem tokens and
45 false positives. The ITSM heuristics yielded fewer false
positives (Table 3) than Nielsen’s heuristics. Comparing the
number of unknown problems identified in each condition re-
vealed a very small difference between conditions.

Next, we extended our analysis to the characteristics of
the heuristic evaluation process using I'TSM heuristics and
compared them to Nielsen’s heuristics. These characteristics
included individual differences in the evaluators’ ability to
find usability problems, the number of evaluators required
for performing evaluation, a comparison of individual prob-
lem finding ability between the two conditions, a comparison
of the number of problems that cannot be associated to a
heuristic, and the evaluator’s opinions about the heuristics.

Individual differences in evaluators’ ability to find usability
problems: While analysis of the aggregated list of problems
shows the overall performance of heuristics, it masks certain
characteristics. Looking at the individual performance of
evaluators in terms of the proportion of the total known
problems that they found can reveal how the heuristics can
be used in the real world. For example, if heuristics help
most of the evaluators find most of the known problems,
one might prefer to use only one evaluator for performing
the evaluation (This is the case with usability guidelines
that are not open to interpretation.) On the other hand, if



Table 3: Overview of identified problems

Condition | Problem Reports | Problem Tokens | Known Problems | Major | Minor | False Positive (FP) | Unknown
ITSM 239 201 93 38 55 18 16
Nielsen 233 187 86 20 66 45 17

All 472 388 131 43 88 62 33

heuristics allow each evaluator to find a subset of problems,
one might use multiple evaluators to find many problems in
the interface.

To investigate how evaluators find problems using ITSM
heuristics, and to then compare I'TSM heuristics to Nielsen’s
heuristics, we replicated the analysis performed by Nielsen
in his original heuristic evaluation experiment [38], and com-
pared our results with it. Since the Nielsen’s experiments
were performed on small scale, single user systems, we also
compared our results to the results of heuristic evaluation
of a groupware application by Baker et. al [2]. In this sec-
tion, we consider evaluator B stronger than evaluator A if
she finds more usability problems than A.

We show the summary of individual differences in the eval-
uators’ ability to find problems for each condition in Table 5.
In addition to the performance of the strongest and weakest
evaluators, we calculated the proportion of problems found
by the first and third quartile to eliminate the impact of out-
liers. We also listed the ratio between the values as an in-
dication of the difference between individual performances.
These proportions are calculated based on the total prob-
lems (131) found. Nielsen [38], in his four heuristic evalu-
ation experiments, observed that the individual differences
between evaluators is higher in systems that are more diffi-
cult to evaluate. Our results confirm Nielsen’s observation
as we observed larger individual differences than those re-
ported in Nielsen’s experiments (2.0 and 1.9 compared to
1.4, 1.6, 1.7, and 2.2). The evaluated IdM system was a do-
main specific system, and our participants didn’t have any
prior working experience with it or similar systems. There-
fore, it can be considered harder to evaluate compared to
the systems evaluated by Nielsen [38].

In Figure 3, we show the distribution of the proportion
of identified problems by the proportion of the evaluators in
each condition. Our results in the Nielsen condition show
a similar pattern (bell-shaped) to Nielsen’s original experi-
ment [38], while the ITSM condition is different (skewed to
left). Our result in the ITSM condition is similar to that
seen by Baker et. al [2] in their heuristic evaluation of the
Groupdraw interface, which was completed by regular us-
ability specialists.
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Figure 3: Distribution of the proportion of the iden-
tified problems in both conditions

The number of evaluators required to perform the evalua-
tion: To replicate Nielsen’s original analysis [38], we formed
aggregates of evaluators and found the proportion of usabil-
ity problems identified by each size of aggregate. Follow-
ing Nielsen’s methodology, we calculated the proportion of
found problems based on the total number of problems found
in each condition. The result is depicted in Figure 4. The
ITSM and Nielsen’s graphs show that increasing the num-
ber of evaluators will increase the proportion of the identi-
fied problems, but the rate of the increase diminishes as we
increase the number of evaluators. We also overlayed the
results from Nielsen’s Mantel experiment [38], and Baker’s
Groove and GroupDraw [2] experiments to allow compar-
isons. T'wo graphs from our experiment are very similar and
they show a similar trend compared to Mantel, Groove, and
GroupDraw experiments.! Yet, Nielsen’s experiment shows
faster diminishment compared to our results. In our ex-
periment, we observed a slower decrease in rate of finding
problems. This can be attributed to the complexity of the
system, and shows that we will need more evaluators to find
most of the problems in a complex I'TSM system, as com-
pared to small-scale interfaces, such as Mantel studied by
Nielsen [38]. The graphs for Groove and GroupDraw, which
are more complex than Mantel, support this finding.

~&—Mantel

Figure 4: Average proportion of problems found by
aggregate of evaluators

We illustrate the distribution of the known problems that
are found by evaluators in the ITSM or Nielsen condition in
Figure 5. Each row corresponds to an evaluator and each
column corresponds to a problem. To generate this dia-
gram, we grouped evaluators based on their condition and
then ranked them as weak to strong based on the number of
identified problems. We also ranked the problems from easy
to hard based on the number of evaluators who found the
problem. In this figure, evaluators are sorted from bottom
(weak) to top (strong) and problems are sorted from right
(easy) to left (hard).

1To allow comparison, and since the mentioned experiments
employed more evaluators, we assumed that the total num-
ber of problems in each experiment was equal to the prob-
lems found by aggregate size of 14.



Table 5: Individual differences in evaluators’ ability to find problems. The numbers show the proportion of

known problems.

Condition | Max(%) | Min(%) | Q1(%) | Q3(%) | Maz/Min | Qs/Q:1
ITSM 23.7 3.82 7.1 13.9 6.2 2.0
Nielsen 18.3 3.1 5.9 11.5 6.0 1.9

The diagram shows that, similar to Nielsen’s original ex-
periment [38], there are easy problems that are overlooked
by strong evaluators, while there are hard problems that are
only found by weak evaluators. This confirms Nielsen’s ar-
gument that heuristic evaluation is a method that should
be done collectively (i.e. there is no one very strong evalu-
ator that can uncover all the problems). It also shows that
there was relatively little duplication between participants
in each condition. We further discuss the lack of duplication
in Section 6.

Comparing individual performances between conditions: To
evaluate the impact of heuristics on the performance of in-
dividual evaluators, we compared the evaluators in ITSM
condition to the evaluators in Nielsen condition based on
three criteria: the number of identified problems, the num-
ber of false positives, and the average severity of the identi-
fied problems. We tested the following hypotheses: (1) Hi:
The individuals randomly selected from the population we
drew our participant pool from will report more problems if
they use I'TSM heuristics than Nielsen’s. Hp: There is no
difference in the number of reported problems. The result
of a Mann-Whitney U test did not reject Ho. (2) Hi: The
individuals randomly selected from the population we drew
our participant pool from will report fewer false positives
if they use ITSM heuristics than if they use Nielsen’s. Hy:
There is no difference in the number of false positives. The
result of a Mann-Whitney U test rejected Hy in favor of Hy
(U=38, Z=-2.823, p=0.005). (3) Hi: The average severity
of the problems reported by individuals randomly selected
from the population we drew our participant pool from will
be higher if those individuals use ITSM heuristics than if
they use Nielsen’s. Hp: There is no difference in the average
severity. The result of a Mann-Whitney U test rejected Ho
in favor of H; (U=26, Z=-3.309, p=0.001).

Problems that cannot be assigned to a heuristic: We asked
the evaluators to associate each problem with one or more
heuristics which they used to find the problem. We also gave
them the option to specify a problem and mention that they
cannot associate it with any of the heuristics. A high num-
ber of problems that cannot be associated with a heuristic
can be an indication of: (1) The complexity of heuristics
(2) Problems that are not related to the heuristics, but can
be found using evaluators’ expertise. For each evaluator, we
calculated the proportion of the problem reports that cannot
be associated with a heuristic. Then, we tested the following
hypothesis: Hi: The proportion of the problem reports that
cannot be associated with a heuristic will be higher if eval-
uators use I'TSM heuristics than if they use Nielsen’s (Ho:
there is no difference between proportions). The result of a
Mann-Whitney U test did not reject Ho (U=76.5, Z=-1.00,
p=315).

Participants Ezperience: Finally we asked our partici-
pants in each condition to evaluate with a 5-point Likert
scale (1=agree strongly, 5-disagree strongly) how effective
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each set of heuristics is in identifying usability problems,
how easy it is to understand and learn the heuristics, and
how easy it is to apply the heuristics to the IdM system.
We present the means of the Likert scale scores for each
condition in Table 6. We conducted a Mann-Whitney U
test to evaluate whether the set of heuristics used would
have any impact on the efficiency, learnability, and ease of
application as reported by our participants. Although, our
set of heuristics was new to our participants there was no
significant difference between the ratings for the two sets of
heuristics in terms of learnability, effectiveness in identifying
problems, and ease of applying them to the IdM system.

Table 6: Mean scores of participants’ reported effec-
tiveness, learnability, and ease of application for the
heuristics (1=agree strongly, 5=disagree strongly).

Condition| Effectiveness Easy to un- | Easy to apply
derstand

ITSM 2.86 2.64 3.14

Nielsen 2.64 2.43 2.50

6. DISCUSSION

Our results show that ITSM heuristics performed well
in finding usability problems in the ITSM tools. However,
there are aspects of our results that require discussion. First,
compared to Nielsen’s original heuristic evaluation experi-
ment, there were fewer overlaps between identified problems
by evaluators in each condition. For example, there were
only three problems that were identified by the majority of
evaluators in ITSM condition; this was the same situation
in the Nielsen condition. Furthermore, in both conditions,
about half of the problems were identified by more than one
evaluator (46 problems in each condition). In Nielsen’s eval-
uation on the Mantel and Savings systems [38] there were
only one and two problems respectively that were identi-
fied by only one evaluator. In Baker et. al’s [2] evaluation
of two collaborative shared-workspace software, GroupDraw
and Groove, 14 out of 64 and 5 out of 43 problems were found
only by one evaluator. Our results show fewer overlaps be-
tween problems identified by different evaluators, compared
to Nielsen’s and Baker’s results. Two factors can contribute
to this observation. First, the evaluated IdM system is not
a small-scale system; the evaluators had to visit 20 different
pages in order to successfully complete all of the scenarios
and this provided an opportunity for finding more diverse
problems than the systems evaluated by Nielsen or Baker
(e.g., Mantel only had a single screen and a few system mes-
sages, GroupDraw had two screens). Second, we used fewer
evaluators (14) compared to 77, 34, 25, 27 evaluators in
Mantel, Savings, GroupDraw, and Groove systems.
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Figure 5: Problems identified by each evaluator in each condition.

It is important to note that for both sets of heuristics
14 evaluators were not enough to achieve saturation in the
identified problems. We had expected to follow Nielsen’s
recommendation of 3-5 evaluators for each condition [38],
and had thought that 14 per condition would be more than
enough. We believe that the complexity and scale of the
system led to participants finding diverse problems. In addi-
tion, the evaluated system was a commercial product rather
than a prototype. As a result, the target system did not con-
tain many obvious usability problems that would be found
by many evaluators. The mathematical model proposed by
Nielsen [36] can be applied to our results to predict the num-
ber of evaluators at which we achieve saturation.

Before the study, we expected to have very few overlap-
ping problems (<5%) between the two conditions. Our re-
sults show that 48 problems (37%) were found in both con-
ditions. Based on the feedback from the focus groups and
interviews with participants, we found several reasons for
the overlap. Many of our evaluators in the ITSM condi-
tion could remember Nielsen’s heuristics from their prior
heuristic evaluation experiences. That impacted the results
of their evaluation by helping them see problems related to
the Nielsen’s heuristics. Furthermore, some of our partici-
pants mentioned that during the heuristic evaluation, they
first found a problem based on their experience and then
tried to fit it into one of the heuristics. This again resulted
in finding problems (mostly in ITSM condition) that overlap
with those that had been found in Nielsen condition. Fi-
nally, some of the identified problems could be found using
both sets of heuristics. For example, the ITSM “Visibility of
Activity Status” and Nielsen’s “Visibility of System Status”
heuristics can both find a subset of visibility problems.

The ITSM heuristics are designed to find problems that
are more specific to the ITSM domain. Therefore, we ex-
pected the participants in the ITSM condition to find fewer
problems as compared to the Nielsen condition. Surpris-
ingly, our results showed no difference in the number of iden-
tified problems between evaluators in two conditions. By re-
viewing the identified problems and analyzing the feedback
of the participants, we realized that the participants in the
ITSM condition found domain specific problems using ITSM
heuristics, as well as finding problems at the level of inter-
action with users via their background in HCI and Nielsen’s
heuristics. On the other hand, participants in the Nielsen
condition, found certain problems at the level of activity
using their HCI background. Taking into account the classi-
fication of problems by researchers, there were 35 problems
that were identified in the ITSM condition that we believe
should be classified as Nielsen’s, and 21 problems were found
in the Nielsen condition that we believe should be classified
as ITSM. Of those, 7 and 12 problems were only identified
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in the Nielsen’s and ITSM conditions respectively; but our
research team classified them as ITSM and Nielsen’s. This
led to the relatively large overlap between two conditions.
Looking at the non-overlapping problems, our results show
that evaluators in the ITSM condition mostly focused on
problems that are ranked as major, while evaluators in the
Nielsen condition mostly focused on cosmetic problems that
might not be as important to real IdM users.

These results suggest that using the I'TSM heuristics can
result in finding more severe problems by individual evalu-
ators in ITSM tools, while using Nielsen’s heuristics might
result in ignoring certain major problems. Consequently,
we suggest using both the ITSM and Nielsen’s heuristics
together. In our study the inclusion criteria were (1) an
HCI background and (2) familiarity with heuristic evalua-
tion. This led some participants in the I'TSM condition to
find problems based on their prior HCI and heuristic eval-
uation experience. On the other hand, people who perform
heuristic evaluation might not always have an HCI back-
ground (e.g., a programmer or a software architect). Pro-
viding Nielsen’s heuristics will help them find a wider range
of problems.

Each individual ITSM heuristic might be applicable to
other work domains. The “Visibility of activity status” and
“Planning and Dividing Work” heuristics can be important
in the evaluation of any collaborative software. “History of
actions on artifacts”, and “Flexible Mediation” are applicable
to domains that require intensive inferential analysis, pat-
tern recognition, and addressing previously unknown con-
ditions. “Knowledge sharing” and “Rules and constraints”
are particularly important in evaluating software that is de-
ployed in the organizations. “Verification of knowledge” is
important to software that operates on critical information.
One particular domain that our proposed heuristics can be
used in is IT management. Prior research [6] shows that
many SPs perform general IT activities as well as IT secu-
rity. Furthermore, like IT security, IT involves complexity,
collaboration, and dealing with different stakeholders [17].
On the other hand, while these two activities are similar,
there are number of factors that make IT security more
challenging [13]; and as a result, IT security requires bet-
ter support from tools. First, IT security involves a higher
degree of complexity due to uncertainty, reliance on tacit
knowledge, the sensitive nature of the process, and so tools
should support SPs in addressing the complexity. Second,
IT is perceived more positively than IT security in orga-
nizations. ITSM tools can play a role in promoting secu-
rity norms and culture. Third, IT security requires a fast
response, and up-to-date knowledge about security issues.
This makes knowledge sharing important in IT security.
Finally, IT security requires maintaining a wide and deep



overview of organization. Therefore, providing the aware-
ness about other stakeholders’ activities should be one of
the aspects of ITSM tools.

Finally, our ITSM heuristics were novel to the partici-
pants. It is encouraging that despite this novelty, partic-
ipants found the heuristics to be no less effective, easy to
use, or easy to learn than Nielsen’s heuristics. However, it
should be noted that overall, participants were neutral in
their ratings for both sets of heuristics. We will continue to
refine the heuristics based on the feedback that participants
gave during the post-session focus group and interviews.

7. FUTURE WORK

There are several opportunities for future work. First,
during the problem synthesis stage, the severity of problems
was determined by four severity raters with a background
in usable security. While this is a standard approach for
determining the severity of problems in heuristic evaluation,
it is only an approximation of severity. Asking real users of
the tool (who are more familiar with the context in which
the tool is used) to determine the severity of the problems is
another method of approximating the severity of the prob-
lems. While neither of these approximations might be pre-
cise, combining the ratings would increase the confidence
in determining the severity of the problems. In our future
work, we plan to ask real users of the tool to go through the
problems and rank their severity. We will then triangulate
the results with the rankings from usable security experts to
better determine the severity of problems, and consequently
compare ITSM and Nielsen’s heuristics.

Another future direction of our research is to perform ei-
ther a controlled laboratory study or naturalistic observa-
tion of tool use to find the actual usability problems with
the IdM system. Comparing the result of the lab study
or observation with the result of heuristic evaluation would
show which of the problems identified using heuristic eval-
uation could impact the performance of the users using the
IdM system. However, prior research shows that heuristic
evaluation tends to identify different problems than those
identified in the lab study or observation. Therefore, we
expect few overlaps.

In this study, we chose to compare our heuristics with
Nielsen’s heuristics for various reasons. They are claimed
to be applicable to any interface. In contrast, other related
heuristics (see Section 2) are designed to be applicable to
specific domains. While the characteristics of these domains
might overlap with those of ITSM, they will not address all
important aspects of the ITSM domain. Furthermore, those
who used Nielsen’s heuristics can be considered to be a con-
trol group who used standard heuristic evaluation. This
allowed us to show improvements over the standard. In
a future work, ITSM heuristics can be compared to other
domain-specific heuristics or a combination of them.

While one of the challenges in our study was recruiting
participants with HCI background, finding participants with
both an HCI and computer security background was even
more challenging. The majority (17 out of 24) of our par-
ticipants had no research or professional computer security
experience. Nielsen [35] suggests that domain expertise has
an impact on the ability of evaluators to find usability prob-
lems. In future research, we plan to investigate the impact
of the participants’ computer security background on the
number and severity of the problems they find.
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We collected qualitative data during the post-evaluation
feedback session. Analysis of data will help us better under-
stand which ITSM and Nielsen’s heuristics were particularly
useful from the participants’ viewpoint, and how they can
be improved. Furthermore, more analysis can be performed
on quantitative data collected during the study to determine
the performance of individual heuristics. Due to page limi-
tations here, we consider this further analysis to be the focus
of future research.

Finally, we plan to focus on one of the problems identified,
and modify the IdM system interface to address it. We will
then perform a comparative evaluation of the two systems
to investigate the effectiveness of our changes.

8. CONCLUSION

In this paper, we presented heuristics for the evaluation
of ITSM tools. The goal of these heuristics is to find us-
ability problems that hinder tool use in the complex and
collaborative ITSM context. To examine the applicability
of the heuristics, we compared their use for the evaluation
of an IdM system. Our results show that the output of
heuristic evaluation of an IdM system using I'TSM heuris-
tics contained more severe problems than the output of the
evaluation of the system using Nielsen’s heuristics. Com-
paring the individual performance of evaluators also showed
that the severity of the problems found by evaluators in the
ITSM condition was higher compared to that of the Nielsen
condition. Furthermore, our participants found the I'TSM
heuristics to be as relevant, easy to apply, and easy to learn
as Nielsen’s heuristics. The results of our evaluation also
shed light on the use of the heuristic evaluation in general
to evaluate a complex domain specific system. Compared
to prior literature on heuristic evaluation, our results show
that evaluation of the IdM system requires more evaluators.
Additionally, the complexity and scale of the system can re-
sult in a lack of overlapping problems between evaluators.
Finally, our results show that Nielsen’s heuristics can also
be effective in finding a class of problems in ITSM tools that
are not found by I'TSM heuristics. Therefore, we recommend
using a combination of Nielsen’s and I'TSM heuristics.

The proposed heuristics are a component of tool usability
evaluation, but we recommend employing other techniques
in the overall usability engineering lifecycle. Heuristic eval-
uation can be used as a low-cost method to find usability
problems in preliminary prototypes or actual ITSM tools.
These problems can be further investigated by a user study
or a contextual inquiry session. Design guidelines can then
be used to address identified problems.
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Appendix 1- Background Questionnaire

PART | - General Information
Gender

[IMale CDFemale
Age ‘ Last educational degree ‘

Major ‘ Current Occupation ‘

PART Il - Human computer interaction background

¢ How many years of professional or research experience do you have in the area of Human Computer
Interaction (HCI)?

e Do you have formal training in human computer interaction (university courses, tutorials, workshops)?
Please answer with "Yes" or "No". If your answer is "Yes" please specify the list of courses.

e Do you have professional experience in the area of human computer interaction? Please answer with
"Yes" or "No". If your answer is "Yes", provide a summary of your experience in this field.

e Do you have research experience in the area of human computer interaction? Please answer with "Yes"
or "No". If your answer is "Yes", provide a summary of your experience in this field.

e Have you specifically been trained to perform a heuristic evaluation?
LYes [No

e Have you performed heuristic evaluation before? Please answer with "Yes" or "No". If your answer is
"Yes", provide a summary of your previous experience in performing heuristic evaluation including number
and type of systems you have evaluated

Part Ill - Computer security background

e How many years of research experience do you have in the area of computer security?

¢ How many years of professional experience do you have in the area of computer security?

e Do you have formal training in computer security (university courses, tutorials, workshops)? Please
answer with "Yes" or "No". If your answer is "Yes" please specify the list of courses.

¢ Do you have professional experience in the area of computer security? Please answer with "Yes" or
"No". If your answer is "Yes", provide a summary of your experience in this field.

e Do you have research experience in the area of computer security? Please answer with "Yes" or "No". If
your answer is "Yes", provide a summary of your experience in this field.

e Have you ever worked in an organization that uses role-based access control to manage users and their
privileges?
JYes [INo

e Have you ever used to manage users and their privileges using role-based access control?
[ONo [OYes in a small group (less than 10 users)

[(dYes in a small organization (between 10 to 50) [(dYes in a large organization (more than 50
users)



Appendix 2- Evaluation Guide

Evaluation Steps

1. Go through the list of heuristics to have a sense
of each.

2. Read the description of the scenario and
understand the business logic.

3. Perform each task as described on the |[dM
system.

4. |dentify usability problems while doing each task
or after finishing the task. For each problem,
please record the task in which you found the
problem, and the heuristic with which you
identified the problem. Use the scenario
description and heuristics to check if the system
supports the activity described in the scenario.

5. Please record the problems in Here

6. If you want to edit any of the identified problems
which you already entered in the form, you can
do it from Here.

Recommendations

e | recommend exploring the IdM system first
before going through specific tasks.

e When performing the tasks, you should login
with different users as described in the scenario
For example, if you want to login as a Security
team member or a particular manager, use the
organizational chart to find the right person to
login as.

e If you want to login as a user, the user name is:
first name + the first letter of the family name
(e.g. James Beers -> jamesb) and password is
“qlw2e3”.

e If you couldn’t finish a task or get the desired
result, don’t worry! The real user may have the
same problem.

e If you face any problems, you can ask the
person conducting the study.

Scenarios
Description of the actors

Steve Barlow is an employee in the operations
department. He is responsible for reviewing the
information about the contractors. He does not have
technical information about the Identity Management
System or role based access control.

James Beers is the manager of operations. His day
mostly involves meeting with different stakeholders in
the organization. He receives lots of emails and
telephone calls every day therefore he needs lots of
discipline to prioritize his tasks. He does not know
technical information about the IdM system or the role
based access control, but he knows if an employee
should have access to some resources or not.

Kevin Klien and Sandra Tsai are both members of

the security team. They are responsible for managing
access to the resources in the organization and solving
problems of different stakeholders. They work in the
same office and they are very busy with these tasks.

Larry Gomez is a contractor that needs to work in
NeteAuto for one month. He barely knows the structure
of the company or other employees.

Scenario 1: Self-serve user registration

Larry Gomez is a contractor for the NeteAuto Company
and just started his job. To be able to access the
Internet, he wants to create a user account in the IdM
system. Using company’s intranet, he finds the link to
the IdM system and creates a new user account.

His request is directed to the security department. All
members of the security team receive the request in
their task list, and they can review or edit the user
information. Finally they can approve, reject, or reserve
the task (reserving the task will remove it from the
worklist of other security admins).

Steps for performing the scenario:

Larry Gomez accesses the IdM system. He uses the
“create an account” link on the 1dM login page and
enters the required information.

Kevin Klien receives the request and after reviewing the
information approves the request.

Scenario 2: Bulk loader

When an employee is hired by the NeteAuto Company,
or information about an employee changes, or an
employee leaves the company, the first system in which
the changes are reflected is the HR (Human Resources)
system. The HR system is separate from the IdM
system; therefore, the changes in the HR system need
to also be applied to the IdM system. Transferring
changes from the HR system to the IdM system is
performed by the security team. The security team
receives a file containing all the changes (additions,
modifications, and deletions) from the HR system.
Every morning, Sandra Tsai, a member of the security
team, downloads the HR file from the HR website and
uploads the file to the IdM system to apply all the
changes made in the HR system.

She uses the “Bulk Loader” feature in the IdM system to
upload the HR file. Then she configures the system to
respond to different actions defined in the HR file. An
important step after submitting the changes is to review
the result of submission.

She goes through the system logs, finds appropriate
records, and identifies and fixes the problems, if any.
Based on the organization's policy, if the number of
changes in the HR file is more than 500, applying the
changes should be postponed until further clarification
by HR.

Steps for performing the scenario:


http://ece.ubc.ca/~pooya/hestudy/pc1/problemspec.html
http://ece.ubc.ca/~pooya/hestudy/pc1/problemrev.html
http://ece.ubc.ca/~pooya/hestudy/pc1/orgchart.html

Sandra Tsai should first upload the HR file using the
Bulk Loader in the System tab. In the next screen she
chooses which field in the HR file describes the action
that should be performed for each row in the file (in the
example HR file it is the “action” row). Also she chooses
which field uniquely identifies each row in the HR file (in
the example HR file it is the “%USER _ID%” row).

In the next screen she identifies the primary object that
HR file contains (choose USER as the file contains user
information) and the mapping between actions in the HR
file and actions in the IdM system (choose “Create
User”, “Modify User”, and “Delete User” for any create,
modify, and delete actions respectively).

Scenario 3: Requesting a role

Steve Barlow is going on a last minute vacation. He
realizes that he does not have the required privileges to
delegate his tasks to Jason Halpin, another member of
the operations department. He does not have any
technical information about the privileges required to
perform the delegation. But, he knows that he can
generate request for privileges in the identity
management system. Therefore, he uses the IdM
system to write a request. In the request, he describes
that he needs the ability to delegate his role to another
employee in his department.

When Steve submits the request, his manager needs to
approve it before the request is implemented. The
manager uses the IdM system to review and approves
the request.

Once the manager approves the request, the request is
directed to a member of security team who reviews the
request, and, if it does not conflict with the security
policy of the organization, tries to implement the request.
Implementing the request requires the security admin to
understand the content of the request (in this case, learn
that Steve wants to delegate his role) and find the
appropriate role that corresponds to the request (in this
case, the “Delegation Manager” role). Then he can add
Steve Barlow as a member of that role.

Steps for performing the scenario:

Steve Barlow: generate the request using the
“Users>Manage Users>Create Online Request” and
then select himself as the target user. Then he can
describe and submit his request.

James Beers (Steve’s manager): log into the IdM
system. Identify, review, and approve the request.
Kevin Klien (or other members of Security): log into the
IdM system. Identify, review, and implement the request.

To implement the request, he needs to modify the user
and provision the user with the "Delegation Manager"
role.

Scenario 4: Certification

As a part of the organization's policy, the security team
should certify the roles of the employees in each
department every 6 months. The security team uses a
shared calendar to mark the dates that they should
perform the certification and the deadline for finishing
the certification. Each member in the security team is
able to start a “Certification Process” in the IdM system.
When the certification date approaches, a member of
the security team (Kevin Klein in this scenario) logs into
the IdM system and chooses employees that should be
certified.

The manager of each department receives the
notification about certification of his employees. In this
scenario, the manager of operations (James Beers)
receives an email that he should certify the roles of the
employees of operations department. James put the
email in his todo list.

After a while, James logs into the |[dM system and tries
to certify the roles of the employees. For all of the
employees, he checks the roles and validates if the
employee should possess the role or not.

It is important for the manager to perform the
certification before the deadline. If the certification does
not happen before the deadline, all the uncertified roles
will be revoked from the employees. Therefore, before
the deadline, a member of the security team sends
reminders to perform the certification.

On the certification deadline, a member of the security
team ends the certification process.

Steps for performing the scenario:

Kevin Klein: Login to the IdM system. Go to the
certification tab and start the certification process for the
employees in the Operations department. Also, send
reminders about the certification.

James Beers: Assume you are going to certify users in
your department. Login to the IdM system and search
for the users that require certification using
“Users>Manage Users>Certify Users”. Select users one
by one, go to the “Certify Roles” tab, review their roles,
and approve them.

Sandra Tsai: Login to the IdM system and end the
certification process.

Tom Coghbill
CEQ

David Boho James Beers Rob Hansen
Manager Manager Manager
Finance Operations Securty

Phil Weinfeld|  Alan Madyun jathe
; : Bartley

Employee Employes :
= = Empiloyee

Kevin Klein Sandra Tsai
Steve Barlow - .
[ — Security Security
RS Admin Admin
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Appendix 3- Problem Specification Form (ITSM condition)

Problem specification: Please specify the identified usability problem.

Task: Please specify the task in which you identified the problem.
O (1) Self-serve user creation
O (2) Bulk user creation
O (3) Requesting a role workflow

O (4) Certification Process

Heuristic: Please choose the heuristic using which you identified a problem. If you can't
associate the problem with a heuristic, please choose "Can't Specify"

[ 1- Visibility of activity status

[1 2- History of actions and changes on artefacts

[ 3- Flexible representation of information

[1 4- Rules and constraints

L] 5- Planning and dividing work between users

[ 6- Capturing, sharing, and discovery of knowledge

[ 7- Verification of knowledge

(1 Can't Specify



Appendix 4- Post-evaluation Questionnaire (ITSM condition)

Please indicate the extent to which you agree with each of the following statements
about the heuristics that you used in this study by using the scale below: 1= Strongly
Agree, 2= Agree, 3= Undecided or unsure, 4= Disagree, 5= Strongly Disagree

The heuristics were very useful in finding all of the problems that you found in
the IdM system.

1 2 3 4 5
Strongly Agee O O O O QO Strongly Disagree
The heuristics were very easy to learn and understand.

4 5
O O strongly Disagree

(ORI
O w

1
Strongly Agree O

The heuristics were very easy to apply on the IdM system.

1 2 3 4 5
strongly Agree O O O O O Strongly Disagree

The following heuristics were very useful in identifying problems that you found in the IdM
system:

1- Visibility of activity status

2- History of actions and changes on artifacts
3- Flexible representation of information

4- Rules and constraints

5- Planning and dividing work between users

6- Capturing, sharing, and discovery of knowledge

O O OO0 OOo*
O O OO0 OOoOnw
O O OO0 OO0«
O O OO0 OO0+
O O OO0 OO0«

7- Verification of knowledge

The following heuristics were very easy to learn and understand.

1- Visibility of activity status

2- History of actions and changes on artifacts
3- Flexible representation of information

4- Rules and constraints

5- Planning and dividing work between users

6- Capturing, sharing, and discovery of knowledge

O 000 Oooor
O 000 OOoOoN
[ORNCRCRNCRNCINCIONLY
O Oo0O0O0Oooo-*
O O0OO0O0O OO0«

7- Verification of knowledge

The following heuristics were very easy to apply on the IdM system.
1

1- Visibility of activity status

2- History of actions and changes on artifacts

3- Flexible representation of information

4- Rules and constraints

5- Planning and dividing work between users

6- Capturing, sharing, and discovery of knowledge

7- Verification of knowledge

O 00O O OO0

O OO0 OO0OO0oONP
O OO0 O O OO0«
O OO0 O O OO0 ™*
O OO0 O O OO0«
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