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Abstract

We study the edge-coloring problem in the message-passing model of distributed computing. This
is one of the most fundamental and well-studied problems in this area. Currently, the best-known
deterministic algorithms for (2A — 1)-edge-coloring requires O(A) + log™ n time [24], where A is the
maximum degree of the input graph. Also, recent results of [5] for vertex-coloring imply that one can
get an O(A)-edge-coloring in O(A€-logn) time, and an O(A*€)-edge-coloring in O(log A logn) time,
for an arbitrarily small constant € > 0.

In this paper we devise a drastically faster deterministic edge-coloring algorithm. Specifically, our
algorithm computes an O(A)-edge-coloring in O(A€) + log* n time, and an O(A!*€)-edge-coloring in
O(log A) + log™ n time. This result improves the state-of-the-art running time for deterministic edge-
coloring with this number of colors in almost the entire range of maximum degree A. Moreover, it
improves it ezponentially in a wide range of A, specifically, for 22008™ ") < A < polylog(n). In addition,
for small values of A (up to log' ~° n, for some fixed § > 0) our deterministic algorithm outperforms
all the existing randomized algorithms for this problem.

On our way to these results we study the wvertex-coloring problem on the family of graphs with
bounded neighborhood independence. This is a large family, which strictly includes line graphs of r-
hypergraphs (i.e., hypergraphs in which each hyperedge contains r or less vertices) for any r = O(1),
and graphs of bounded growth. We devise a very fast deterministic algorithm for vertex-coloring
graphs with bounded neighborhood independence. This algorithm directly gives rise to our edge-
coloring algorithms, which apply to general graphs.

Our main technical contribution is a subroutine that computes an O(A/p)-defective p-vertex col-
oring of graphs with bounded neighborhood independence in O(p?) + log* n time, for a parameter p,
1 < p < A. In all previous efficient distributed routines for m-defective p-coloring the product m - p
is super-linear in A. In our routine this product is linear in A, and this enables us to speed up the
coloring drastically.
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1 Introduction

1.1 Edge-Coloring

We study the edge-coloring problem in the message passing model of distributed computing. Specifi-
cally, we are given an n vertex undirected unweighted graph G = (V, E), with each vertex hosting an
autonomous processor. The processors have distinct identity numbers (henceforth, Ids) from the range
{1,2,...,n}. They communicate with each other over the edges of E. The communication occurs in dis-
crete rounds. In each round each vertex can send a message to each of its neighbors, and these messages
arrive to their destinations before the next round starts. The running time of an algorithm in this model
is the number of rounds of communication that are required for the algorithm to terminate.

A legal edge-coloring ¢ of G = (V, E) is a function ¢ : E — N that satisfies that for any pair of edges
e,e’ € E that share an endpoint (henceforth, incident), it holds that ¢(e) # p(€’). Denote by A = A(G)
the maximum degree of the graph G. A classical theorem of Vizing [30] shows that for any graph G, its
edges can be legally colored in (A + 1) colors. Obviously, at least A colors are required.

The edge coloring problem is one of the most fundamental problems in Graph Theory and Graph Al-
gorithms. It also has numerous applications in Computer Science, including job-shop scheduling, packet-
routing, and resource allocation [16] [I1]. This problem was also extensively studied in the message-passing
model. Panconesi and Rizzi [24] showed that a (2A — 1)-edge-coloring can be computed deterministically
in O(A)+log* n time. Panconesi and Srinivasan [26] devised a randomized (1.6A +O(log! ™€ n))-edge col-
oring algorithm that runs in polylogarithmic time, where € > 0 is an arbitrarily small constant. Dubhashi
et. al. [10] used the R&dl nibble method to improve this to a randomized (1 + €)A-edge-coloring in time
O(logn), as long as A = w(logn). Grable and Panconesi [14] showed that if for every edge e = (u,w),

the degree of either u or w is sufficiently large (at least 29(1015%)), then (1 + €)A-edge-coloring, for
an arbitrarily small constant e > 0, can be computed in O(loglogn) time by a randomized algorithm.
Czygrinow et. al. [9] devised a deterministic O(A log n)-edge-coloring that requires O(log* n) time.

A more general approach to the edge-coloring and many other related problems was taken in [1} 22} 25].
These papers presented algorithms that compute a network decomposition, i.e., a partition of the input
graph into regions of small diameter. This partition admits also additional helpful properties. This
partition can then be used to compute edge-coloring, vertex-coloring, maximal independent set, and other
related structures. In particular, by this technique one can get a deterministic (2A — 1)-edge-coloring
algorithm that requires 20(V18™) time [25, [1].

A (legal) vertex coloring 1 of G = (V, E) is a function ¢ : V. — N that satisfies that for any edge
e = (u,w) € E, Y(u) # P(w). We refer to ¢(u) as the 1p-color of u. By considering the line graph
L(G) = (E,& ={(e,€) | ene # (}), it is easy to see that any vertex-coloring algorithm that employs
f(A) colors, for a function f(), translates into an edge-coloring algorithm that employs f(2A) colors, with
essentially the same running time . This observation enables one to harness many of the recent advances
in vertex-coloring for obtaining significantly faster edge-coloring algorithms as well. Most relevant in
this context are the results of [I8 29] [5]. Kothapalli et. al. [I8] showed that an O(A)-vertex-coloring
(and, consequently, O(A)-edge-coloring as well) can be computed in O(y/logn) rounds, by a randomized
algorithm. Recently Schneider and Wattenhofer [29] devised a randomized algorithm that computes (1) a
(A+1)-vertex-(and edge-) coloring in O(log A+ +/logn) time; (2) an O(A +logn)-coloring in O(log log n)
time; and (3) O(Alog® n + log'™'/* n)-coloring in f(k) = O(1) time, for some fixed function f() and
any positive integer k. In [5] the authors of the current paper devised a deterministic algorithm that, for
an arbitrarily small constant € > 0, computes (1) an O(A*€)-coloring in O(log Alogn) time; and (2) an
O(A)-coloring in A€logn time.

In the current paper we show that in the case of edge-coloring the factor logn can be eliminated.
Specifically, we devise a deterministic algorithm that for an arbitrarily small constant ¢ > 0, computes

! As long as one allows arbitrarily large messages.
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Previous (2A — 1) colors, O(A) + log™ n time [24]

New O(A) colors, O(A€) 4 log* n time
O(AF€) colors, O(log A) + log* n time

A) colors, O(A€) + log™ n time
AT colors, O(log A) + log* n time

Table 1: A concise comparison of previous state-of-the-art edge-coloring deterministic algorithms with
our new algorithms.

(1) an O(A'*€)-edge-coloring in O(log A)+log* n time; (2) an O(A)-edge-coloring in O(A€) +log* n time.
In addition we have a tradeoff curve with a number of results along it, in whcih the number of colors is
larger than Q(A), but smaller than A'*e,

These results compare very favorably to the state-of-the-art. We start with comparing them to
deterministic algorithms. For A in the range w(log*n) < A < O(lognloglogn) the fastest currently
known algorithm for edge-coloring with O(A'T€) or less colors is due to Panconesi and Rizzi [24]. Tts
running time is O(A) + log* n. Our algorithm runs ezponentially faster, in time O(log A) 4 log* n, but
it employs more colors (O(A!T€) instead of (2A — 1)). In addition, another variant of our algorithm
employs only O(A) colors, and has a significantly better running time than that of the algorithm of [24],
specifically, O(A€)+log* n. For A in the range A = Q(log nloglog n) the fastest known algorithm for edge-
coloring with O(A!*€) colors is due to [5]. Its running time is O(log A logn), instead of O(log A) +log* n
for our new algorithm. Note that as long as A is at most polylogarithmic in n, the new running time is
O(loglogn) instead of O(lognloglogn) of [5], i.e., our improvement in this range is exponential as well.
To summarize, our algorithm improves the state-of-the-art running time for deterministic algorithms in
almost the entire range of the maximum degree A, i.e., for A = w(log® n), and it impoves it exponentially
for 220og™n) < A < O(logk n), for an arbitrarily large constant k. See Table 1 for a concise comparison
of previous and new deterministic results.

Next, we compare the running time and the number of colors of our deterministic algorithm with
the state-of-the-art with respect to randomized algorithms. For A = Q(logn) the recent randomized
algorithm of Schneider and Wattenhofer [29] outperforms our algorithm. However, for A < log'~n,
for an arbitrarily small constant 6 > 0, the algorithm of [29] either employs Q(logn) colors (i.e., more
than A€ for an arbitrarily small € > 0), or its running time is Q(y/logn). (Note, however, that
the randomized algorithm of [29] solves a generally harder vertex-coloring problem, rather than edge-
coloring.) Hence in the range w(log*n) < A < log' ~° n, for some fixed constant § > 0, our deterministic
algorithm outperforms all previous algorithms, deterministic and randomized. Moreover, in the range
oflog™n) < A < logl_én our algorithm is exponentially faster than the previous ones. Indeed, for
A < /logn the best previous algorithm that achieves O(A*€) or less colors is due to [24], whose running
time is O(A) +log* n. On the other hand, the running time of our algorithm is O(log A) + log* n. For
Viogn < A < log' ™% n the best previous algorithms that achieve that many colors are due to [29, 18], and
their running time is O(y/log n). Our algorithm requires in this range just O(log A)+log* n = O(loglogn)
time. (On the other hand, the variant of the algorithm of [29] that runs in O(y/logn) time employs just
(2A — 1) colors, as opposed to A€ colors that are employed by our algorithm. The algorithm of [24]
also employs only (2A — 1) colors.) See Table 2 for a concise comparison.

We remark also that all our aformentioned algorithms employ messages of size O(logn). On the other
hand, converting an algorithm for vertex-coloring into an edge-coloring algorithm incurs an overhead of
a factor A in the message size. In other words, if one adapts naively the algorithms of [29], [5], or [18] to
the edge-coloring problem, he will get an algorithm that sends messages of size O(Alogn). Also, some of
the state-of-the-art algorithms for edge-coloring that we mentioned employ large messages. In particular,



‘ Range of A ‘ w(log®n) = A = O(y/logn) ‘ Q(vIogn) = A <log'™°n ‘
Previous (2A — 1) colors, O(A) + log™ n time [24] | (2A — 1) colors, O(y/logn) time [29]
New (Deter.) | O(A€) colors, O(log A) + log* n time | O(AF€) colors, O(loglogn) time

Table 2: A concise comparison of previous state-of-the-art edge-coloring randomized and deterministic
algorithms with our new deterministic algorithm. The algorithm of [24] is deterministic. The algorithm
of [29] is randomized.

this is the case for [9]. The general algorithm of Panconesi and Srinivasan [25] that computes a network
decomposition and employs it to build a vertex- or an edge-coloring, also employs large messages (on the
stage that uses decomposition to compute a coloring).

Observe also that the log* n term in the running time of our algorithms is optimal up to a factor of 2,
in view of the lower bounds of [21]. Specifically, Linial’s lower bound [21] implies that f(A)-edge-coloring,
for any fixed function f(), requires at least %log* n time. Moreover, there is a variant of our algorithm
that achieves the precisely optimal additive term of % log* n, while achieving almost the same dependence
on A. This variant, however, employs messages of size O(Alogn). By "almost” the same dependence
on A we mean that it achieves (for an arbitrarily small constant € > 0), (1) an O(A)-edge-coloring in
O(A€) + 1 log* n time, and (2) an O(A*¢)-edge-coloring in O(log A - %) + 1log* n time. In other
words, item (1) is the same as that cited above, except that log* n is replaced by %log* n, and in item

log* A

(2) there is also a tiny slack factor of Toa(loz” A7

1.2 Graphs with Bounded Neighborhood Independence

Our results for edge-coloring follow from far more general results that we describe below. Neighborhood
independence I(G) of a graph G = (V, E) is the maximum number of independent neighbors of a single
vertex v € V. The family of graphs with constant neighborhood independence (henceforth, bounded
neighborhood independence) is a very general family of graphs. Indeed, for any graph G, the neighborhood
independence of its line graph L(G) is at most 2. Moreover, for an r-hypergraph H (i.e., a hypergraph
in which every hyperedge contains at most r vertices), I(L(H)) < r.

Another important family of graphs which is subsumed by the family of graphs with bounded neigh-
borhood independence is the family of graphs of bounded growth. A graph G = (V, E) is said to be of
bounded growth if there exists a function f() such that for any » = 1,2, ..., the number of independent
vertices at distance at most r from any given vertex is at most f(r). Distributed algorithms for vertex-
coloring and computing a maximal independent set on graphs from this family is a subject of intensive
recent research [17) 13 28]. The crowning result of this effort is the deterministic algorithm of [28] that
computes a maximal independent set and a (A + 1)-vertex-coloring for graphs from this family in optimal
time O(log™n). Note, however, that a graph G with a constant neighborhood independence may contain
an arbitrarily large independent set U whose all vertices are at distance at most 2 from some given vertex
v in G. See Figure [l below for an illustration. Thus, graphs with bounded neighborhood independence
may have unbounded growth.

Yet another family of graphs which is subsumed by the family of graphs of bounded independence is
the family of claw-free graphs. A graph is claw-free if it excludes K 3 as an induced subgraph. (In fact,
for any r = 2,3, ..., the family of graphs with independence at most r is precisely the family of graphs
that exclude induced K7 ,41.) The family of claw-free graphs attracted enormous attention in Structural
Graph Theory. See, e.g., the series of papers by Chudnovsky and Seymour, starting with [6]. It was also
studied from algorithmic perspective. In particular, in [23] Minty devised a polynomial-time sequential
algorithm for computing maximum independent set in claw-free graphs.

! Two vertices u, w are independent in G if (u,w) ¢ E.



In this paper we devise a vertex-coloring algorithm for graphs of bounded neighborhood independence

that computes (for an arbitrarily small constant € > 0) (1) an O(A)-vertex-coloring in O(A€) + $log*n
time, and (2) an O(A*€)-vertex-coloring in O(log A - %) + 2 log* n time. Modulo some subtleties,
these results imply our main results about edge-coloring described in Section 1.1. In addition, they apply
to line graphs of r-hypergraphs for any constant r, to claw-free graphs, to graphs of bounded growth,

and to many other graphs.

=1

Fig. 1. A graph G with I(G) = ¢ = 2. The graph is obtained by connecting each vertex of an n/2-vertex
clique with an isolated vertex. FEach vertex in G has at most 2 independent neighbors. However, each
vertez v in the clique has at least n/2 = Q(A) independent vertices in T'a(v), and so the graph G is not
a graph of bounded growth.

1.3 Our Techniques

In the heart of our algorithms lie improved algorithms for computing defective colorings. For a non-
negative integer m and positive integer x, an m-defective x-vertez-coloring ¢ of a graph G = (V, E) is
a function ¢ : V. — {1,2,...,x} that satisfies that for every vertex v € V, it has at most m neighbors
colored by ¢(v). The parameter m is called the defect of the coloring. Defective coloring was introduced
by Cowen et. al [7] and by Harary and Jones [15]. It was extensively studied from graph-theoretic
perspective [2, [8, 12]. Recently defective coloring was discovered to be very useful in the context of
distributed graph coloring [4l, 19]. Specifically, the state-of-the-art (A + 1)-vertex-coloring algorithms for
general graphs [4, [I9] are based on subroutines for computing defective coloring. For a parameter p, these
subroutines compute an O(A/p)-defective p?-coloring. (In [4] the running time of such a subroutine is
O(p*) + 3 log*n, and in [19] it is O(log* A) + 5 log* n.) It was observed in [4] that one could have devised
significantly faster coloring algorithms if there were an efficient (distributed) routine for computing a
m-defective y-coloring with a linear in A product of m and x. (The current state-of-the-art [4] [19], has
m = O(A/p), x = p?, i.e, m-x = O(A - p) instead of the desired O(A).)

In this paper we show that if one restricts his attention to the family of bounded neighborhood
independence graphs, then this goal can be achieved. Specifically, we devise an algorithm that computes
an O(A /p)-defective p-vertex-coloring of a given graph of bounded neighborhood independence in O(p?)+
%log* n time. As a result we obtain a bunch of drastically faster algorithms for vertex-coloring these
graphs, and, consequently, for edge-coloring general graphs.

Whether it is possible to devise an efficient O(A /p)-defective p-vertex-coloring algorithm for general



graphs remains a challenging open question. Recently in [5] the authors of the current paper were able to
circumvent this question by the means of arbdefective coloring. Note that an O(A/p)-defective p-vertex-
coloring can be seen as a partition of the vertex set into p subsets, each inducing a subgraph of maximum
degree at most O(A/p). In [5] the authors showed that the vertex set of a graph of arborlcrcym a can
be efficiently partitioned into p subsets, each inducing a subgraph of arboricity O(a/p). This partition
is then employed in [5] to devise a suite of efficient algorithms for vertex-coloring general graphs. In
particular, using this technique [5] devised an O(A*€)-vertex coloring algorithm in O(log Alogn) time,
for an arbitrarily small constant € > 0.

Note, however, that the factor of logn in the running time of the algorithms of [5] is inherent, because
these algorithms rely heavily on the notion of arboricity, and more specifically, on the machinery of forest-
decompositions developed in [3] for working with graphs of bounded arboricity. On the other hand, a
lower bound shown in [3] stipulates that computing a forests-decomposition requires Q(log") time, where

a is the arboricity. Consequently, the factor of logn in the running time is unav01dable I using the
approach of [5]. In the current paper we pursue a different line of attack. Specifically, we devise improved
algorithms for defective coloring, rather than circumventing it and going through arbdefective coloring.
1.4 Structure of the Paper

In Section 2 we describe the definitions and notation employed in our algorithms. In Section 3 we present
our defective vertex-coloring algorithms for graphs with bounded neighborhood independence. In Section
4 we devise legal vertex-coloring algorithms for this family of graphs. In Section 5 we devise legal edge-
coloring algorithms for general graphs. In Section 6 we describe several extensions to our algorithms,
including randomized variants.

2 Preliminaries

Unless the base value is specified, all logarithms in this paper are of base 2.

For a non-negative integer ¢, the iterative log-function log(i)(-) is defined as follows. For an integer
n > 0, log®n = n, and logt ™ n = log(log(i) n), for every i = 0,1,2,.... Also, log*n is defined by:
log* n = min {z | log n < 2}.

The degree of a vertex v in a graph G = (V, E), denoted deg(v) = deg,, (v), is the number of edges incident
to v. A vertex u such that (u,v) € E is called a neighbor of v in G. The neighborhood I'(v) = I'¢(v)
of v is the set of neighbors of v. The maximum degree of a vertex in G, denoted A(G), is defined by
A = A(G) = maxyey deg(v). The graph G' = (V', E’) is a subgraph of G = (V, E), denoted G’ C G, if
V' CV and E' C E. The notation V(G') and E(G’) is used to denote the vertex set V' of G’, and the
edge set ' of G', respectively.

The line graph L(G) = (V",E") of a graph G = (V, E) is a graph in which V" contains a vertex v, for
each edge e € E, and an edge (ve, w.) if and only if the edges e and e’ of E share a common endpoint.
We say that a vertex v, € V" and an edge e € E correspond to each other.

The out-degree of a vertex v in a directed graph G is the number of edges incident to v that are oriented
outwards of v. An orientation o of (the edge set of) a graph is an assignment of direction to each edge
(u,v) € E, either towards u or towards v. An edge (u,v) that is oriented towards v is denoted by (u,v).
The out-degree of an orientation ¢ of a graph G is the maximum out-degree of a vertex in G with respect
to 0. In a given orientation, each neighbor u of v that is connected to v by an edge oriented towards u
is called a parent of v. In this case we say that v is a child of u.

!An arboricity of a graph G = (V, E) is a(G) = maX{PW‘ 1-‘ UCV, Ul >2}.
! In fact, the algorithm of [5] computes an O(a'™¢)-coloring in time O(log alogn) for graphs of arboricity a. An O(A'*¢)-
coloring in O(log Alogn) time is a direct corollary of this result. On the other hand, it is known [3] that O(a'"*)-coloring

requires Q( llgg =) time.




For a graph G = (V, E), a set of vertices U C V is called an independent set if for every pair of vertices
v,w € U it holds that (v,w) ¢ E.

The minimum number of colors that can be used in a legal vertex-coloring of a graph G is called the
chromatic number of G, denoted x(G).

Next, we state a number of known results that will be used in our algorithms.

Lemma 2.1. (1) [2Z1] A legal O(A?)-vertez-coloring can be computed in log* n time.
(2) [, [19] A legal (A + 1)-vertex-coloring can be computed in O(A) + log* n time.
(3) [19] A |A/p]-defective O(p?)-vertex-coloring can be computed in O(log* n) time.

3 Defective Coloring

In this section we present a defective vertex coloring algorithm for graphs with bounded neighborhood
independence. We begin with a formal definition of this family of graphs.

Definition 3.1. Graphs with neighborhood independence bounded by c.

For a graph G = (V, E) and a vertex v € V, the neighborhood independence of v, denoted I(v), is the
size of mazimum-size independent subset U C T'(v) of neighbors of v.

The neighborhood independence of a graph G is defined as I(G) = max,cy{I(v)}. For a positive param-
eter ¢, a graph G = (V, E) is said to have neighborhood independence bounded by ¢ if I(G) < c.

Let ¢ be a fixed positive constant, and p be a parameter such that 1 < p < A. We devise a pro-
cedure, called Procedure Defective-Color, that computes an O(A /p)-defective p-coloring on graphs with
neighborhood independence bounded by ¢. This coloring is achieved by first computing a defective O(p?)-
coloring, and then reducing the number of colors to p, using special properties of graphs with bounded
neighborhood independence. Procedure Defective-Color receives as input a graph G with neighborhood
independence bounded by ¢, a positive parameter b, and the parameter A which serves as an upper bound
on the maximum degree of the input graph. The parameter b satisfies that b > 1, b-p < A. This parameter
controls the tradeoff between the defect of the resulting coloring and the running time of the procedure.
Specifically, the defect behaves as %(1 +O(1/b)), and the running time is at most O(b? - p> +log* n). We
assume that all vertices know the value of ¢ before the computation starts.

The procedure starts with computing a |A/(b - p) |-defective O((b- p)?)-coloring ¢ of G using Lemma
2.1(3). The coloring ¢ is employed for computing another defective coloring 1) of the vertices of G. The
recoloring step spends one round for each ¢-color class. Specifically, each vertex v € V' computes 9 (v)
as follows. The vertex v waits for each neighbor u of v with ¢(u) < ¢(v) to select a color ¥(u). Once
v receives a message from each such neighbor u with its color v (u), it sets ¢(v) to be a value from the
range {1,2,..,p} that is used by the minimum number of neighbors u with ¢(u) < ¢(v). Once v selects
its color 1 (v), it sends it to all its neighbors. This completes the description of the algorithm.

We need the following piece of notation. For a vertex v and an index k € {1,2,...,p}, let N,(k) =
Hu e T'(v) | Y(u) =k, o(u) < p(v)}| denote the number of neighbors u of v that have smaller ¢-color than
v has, and whose 1-color was set to k. Next, we provide the pseudocode of Procedure Defective-Color.



Algorithm 1 Procedure Defective-Color(G, b, p, A)
An algorithm for each vertex v € V.
©(v) := compute |A/(b - p)]|-defective O((b - p)?)-coloring using Lemma 2.1)(3)
send ¢(v) to all neighbors
P(v) =0
while ¢ (v) = 0, in each round do
if v received 9 (u) for each neighbor u of v with ¢(u) < ¢(v) then
m = min{N,(k) | k € {1,2,...,p}}
Y(v) := a color k € {1,2,...,p} such that N,(k) =m
send 1 (v) to all neighbors
end if
end while

—
e

Observe that a vertex v waits only for neighbors with smaller ¢-color before selecting 1(v). Conse-
quently, it selects the color 1 (v) after at most ¢(v) rounds from the time when step 2 of Algorithm [I] was
executed. This fact is stated in the following lemma.

Lemma 3.2. Let ¢ be the coloring computed in the first step of Algorithm[d. Let R be the round in which
step 2 is executed. A vertex v selects a color ¢¥(v) # 0 in round R+ ¢(v) or earlier.

Proof. Let £ = O((b- p)?) be the number of colors employed by ¢. The lemma is proved by induction on
the number of rounds. We prove that once a round i = R+ 1, R+ 2,.., R + £ is completed, all vertices
v with ¢(v) < i have already selected the color ¥ (v). For the base case, observe that the vertices v
with ¢(v) = 1 have no neighbors with smaller @-color. Therefore they select a t)-color in round R + 1,
immediately after receiving the ¢-colors of their neighbors in round R. For the induction step, suppose
that in round ¢ —1 all vertices v with ¢(v) < i—1 have already selected the color ¥ (v). Hence, each vertex
u with p(u) < i receives the color 1 for each neighbor with smaller ¢-color before round i. Consequently,
the vertices u select a i-color in round ¢ or earlier. O

Since the coloring ¢ employs £ = O((b- p)?) colors, it follows that all vertices select a -color at most
¢ rounds after the computation of the defective coloring in step 1 of Algorithm [Il By Lemma[2ZT(3), step
1 requires O(log* n) rounds. The overall running time of Algorithm [Ilis given in the following corollary.

Corollary 3.3. The running time of Procedure Defective-Color is O((b- p)? + log* n).

In what follows we prove the correctness of Procedure Defective-Color. It is easy to see (using the
Pigeonhole principle) that the number of neighbors u of a vertex v such that p(u) < ¢(v) and ¥ (u) = ¥ (v)
is at most A/p. (Otherwise, there are at least (A/p) + 1 neighbors of v that are colored by a t-color ¢,
for each 7 = 1,2,...,p. Hence, v has more than A neighbors, a contradiction.) In addition, since ¢ is a
|A/(b - p)|-defective coloring, there are at most |A/(b- p)| neighbors u of v that have the same @-color
as v has, i.e., satisfy p(u) = ¢(v). These neighbors may also end up selecting the same w-color that
v selects. Hence the number of neighbors u of v that satisfy ¢(u) < ¢(v) and ¥ (u) = ¥(v) is at most
A/p+ A/(b-p). In order to prove that 1 is an O(A/p)-defective coloring we also prove a somewhat
surprising claim regarding the other neighbors of v. Specifically, we prove that the number of neighbors
u of a vertex v such that ¢(u) > ¢(v) and ¥(u) = ¥(v) is O(A/p) as well. Consequently, 1) is an
O(A/p)-defective p-coloring.

For i = 1,2,...,p, let G; be the subgraph induced by the w-color class i, i.e., by the vertex set
{v € V| ¥(v) = i}. As a first step we show that the chromatic number x(G;) of G; is at most
(A/(b-p)+ A/p)+ 1. We prove this claim by presenting an acyclic orientation of G; with out-degree at
most (A/(b-p)+A/p). Since a graph with acyclic orientation with out-degree d is legally (d+ 1)-colorable



(see Lemma [B.4]), the claim follows. Then we show that bounded chromatic number in conjunction with
bounded neighborhood independence imply a bounded degree.

Lemma 3.4. A graph G with an acyclic orientation p with out-degree d satisfies that x(G) < d + 1.

Proof. We color the vertex set of G as follows. A vertex v waits for all its neighbors u connected to v
by outgoing edges (v, u) to select a color. (See Figure [2] below.) Then it selects a color from the range
{1,2,...,d+1} that is not used by any such neighbor. (The number of neighbors u as above is at most the
out-degree of the orientation, that is at most d.) Since the orientation is acyclic, this process terminates
and produces a (d 4 1)-coloring. The coloring is legal since for each edge (u,v) € E, if it is oriented by
1 towards v, the vertex u selects a color that is different from the color of v. Otherwise, v selects a color
that is different from the color of u. O

.:H

Fig. 2. A vertex v waits for all its neighbors u, which are connected to v by outgoing edges (v, u).
Lemma 3.5. Fori=1,2,...,p, it holds that x(G;) < (A/(b-p) + A/p) + 1.

Proof. Let p; be the following orientation of G;. For each edge e = (u,v) € E(G;), orient the edge
towards the endpoint that is colored by a smaller p-color. If p(u) = ¢(v), then orient e towards the
endpoint with smaller Id among u,v. Each vertex v in G; has at most A/p neighbors v in G; with smaller
@-colors. (This is because ¥ (u) = ¥(v) and ¢(u) < ¢(v).) In addition, each vertex v in G; has at most
A/(b-p) neighbors u in G; with ¢(v) = ¢(u). Consequently, u; has out-degree at most (A/(b-p)+ A/p).

Next, we prove that the orientation p; is acyclic. Let C' be a cycle of G;. Let v be a vertex on the
cycle C' with the largest ¢-color. If there are several vertices that satisfy this condition, let v be the
vertex with the greatest Id. Let u and w be the neighbors of v in C. Since ¢(u) < p(v) or (p(u) = ¢(v)
and Id(u) < Id(v)), the edge (v,u) is oriented by p; towards w. Similarly, the edge (v, w) is oriented
towards w. Therefore, C' is not an oriented cycle. Consequently, p; is acyclic. Since the out-degree of u;
is at most (A/(b-p) + A/p), Lemma B4 implies that x(G;) < (A/(b-p) +A/p) + 1. O

The next lemma shows that the family of graphs with bounded neighborhood independence is closed
under taking vertex-induced subgraphs.

Lemma 3.6. For a positive integer ¢, let G = (V, E) be a graph with neighborhood independence at most
c. The subgraph induced by a subset U C V' also has neighborhood independence at most by c.

Proof. Let G = G(U) be the subgraph induced by U. For a vertex u € U, I'g(u) is the neighborhood of
uwin G, and I'g(u) is the neighborhood of w in G. Suppose for contradiction that there exists a vertex
u € U such that there is an independent set W C I'g(u) with cardinality |W| > ¢. For a pair of vertices
v,w € W, it holds that (v,w) ¢ E. In addition, I'g(u) C I'g(u). Therefore, W C I'(u) is an independent
set with more than ¢ vertices, and it is contained in the neighborhood I';(u) of the vertex w. This is a
contradiction. O



We employ Lemmas 3.4] - to proove the correctness of Procedure Defective-Color.

Theorem 3.7. Suppose that Procedure Defective-Color is invoked on a graph G with maximum degree
A and with neighborhood independence bounded by a positive constant c. Suppose also that it receives
as input three integer parameters b > 1,p > 1, A > 1, such that b-p < A, A > A. Then Procedure
Defective-Color computes a ((A/(b-p)+ A/p) - ¢ + c)-defective p-coloring.

Proof. Recall that G; is the graph induced by vertices with 1-color i returned by Procedure Defective-
Color, fori = 1,2, ...,p. By Lemma[3.6] since G; is a subgraph of GG, the neighborhood independence of G;
is bounded by ¢. We prove that the maximum degree of G;, for i = 1,2, ..., p, is at most (A/(b-p)+A/p)-
c+c. Suppose for contradiction that there is a vertex v € G; such that deg,, (v) > (A/(b-p)+A/p)-c+ec.
Let ¢’ be a legal coloring of G; that employs the minimum number of colors. Each color class of 74
is an independent set. Therefore, for a positive integer ¢, the number of neighbors w of v such that
¢'(u) = ¢ is at most c. Consequently, the number of different colors employed for coloring the set I'g;, (v)

of neighbors of v in G; is at least {degci (fu)/c1 > (A/(b-p) + A/p) + 1. However, by Lemma [3.5]
X(G;) < (A/(b-p)+ A/p) + 1, contradiction. n

We summarize this section with the following corollary.

Corollary 3.8. For an integer parameter p, 1 <p < A, A > A, and a constant € >0, a ((c+e¢) - % +c)-
defective p-coloring of a graph G with 1(G) < ¢ can be computed in O(p? + log* n) time.

Proof. Set b < % Now the corollary follows from Corollary B.3] and Theorem B.71 O

Observe that for graphs with bounded neighborhood independence, the product of the defect O(A/p)
and the number of colors p in the coloring produced by Corollary B.8is O(A). This is in sharp contrast to
the current state-of-the-art for distributed defective coloring in general graphs [4, [19], which is O(A/p)-
defective p2-coloring. On the other hand, the latter coloring can be computed faster, specifically, within
O(log™ n) time [19].

4 Legal Coloring Graphs with Bounded Neighborhood Independence

In this section we employ the defective coloring algorithm from the previous section for legal vertex
coloring of graphs with neighborhood independence at most c¢. We start with presenting a simpler
algorithm that does not achieve our strongest bounds (Section [£.1]). Then we proceed to improving these
bounds further (Section [A.2]).

4.1 The main algorithm

In this section we employ the defective coloring algorithm from the previous section for legal vertex
coloring of graphs with neighborhood independence at most ¢ = O(1). Fix an arbitrarilly small constant
€>0. Once a (c+e€)- % + ¢ = O(A/p)-defective p-coloring 1 of a graph G is computed, it constitutes a
vertex partition Vi, Va, ..., V), in which V; is the set of vertices with 1)-color ¢, for ¢ = 1,2,...,p. In other
words, V = |J;; Vi, and for a pair of distinct indices 7,5 € {1,2,...,p}, i # j, ViNV; = 0. The subgraph
G; induced by V; has maximum degree O(A/p), since each vertex in G has at most O(A/p) neighbors
with the same 1)-color. Therefore, one can legally color the subgraphs G1, G, ..., G, employing O(A/p)
colors for each subgraph, using Lemma [2.I[(2). These colorings, denoted 1,2, ...,pp, are computed
in parallel on the subgraphs Gi,Ga,...,Gp. Let m = O(A/p) denote the maximum number of colors
employed by ¢;, for i = 1,2, .., p. Next, the colorings are combined into a unified legal coloring ¢ of G as
follows. Observe that each vertex v € V' belongs exactly to one subgraph G; among G1,Ga,...,G,. We
set p(v) = @;(v)+(j —1)-m. (The color ¢(v) can also be thought of as a pair (j, ¢;(v)), where v € V}.)



The coloring ¢ is a legal coloring of G, since for any pair of vertices u,v € G, if they belong to
the same subgraph G;, i € {1,2,...,p}, then ¢;(v) # ¢;(u), and, therefore, p(v) # p(u). Otherwise, u
belongs to G, and v belong to G, for some 1 <4 # j < p. Since |(j —1)-m — (i — 1) -m| > m, and
l;(u) — @i(v)| < m — 1, in this case also it holds that ¢(v) # p(u).

The running time required for computing ¢ is the running time of computing a legal coloring of a graph
with degree L(c +e)- % + CJ = O(A/p). Hence, by Lemma[2.1[2), the running time of computing ¢ from

a given O(A /p)-defective p-coloring ¢ is O(A/p+log* n). By Corollary B.8] the running time of computing
¥ is O(p?+log* n). Therefore, the overall running time of computing ¢ from scratch is O(A /p+p?+log* n).
This running time is optimized by setting p = LAl/ 3J, resulting in overall O(A%/3 + log* n) time. The
number of colors employed by the resulting legal coloring is at most ((c+€) - % +e+1) p<(2c+€)-A,
for any constant ¢, ¢ > e. We summarize this result in the following lemma.

Lemma 4.1. For any constant € > 0, a legal ((2¢ + €') - A)-coloring of graphs with neighborhood inde-
pendence at most ¢ can be computed in O(A%? +log*n) time.

Next, we present a significantly faster O(A)-coloring procedure for the family of graphs with neighbor-
hood independence bounded by ¢, for a positive constant ¢. The procedure is called Procedure Legal-Color.
During its execution defective colorings are computed several times. In the first phase of the procedure
a defective coloring of the input graph is computed. This coloring forms a partition of the original graph
into vertex-disjoint subgraphs, each with maximum degree smaller than A. Then the procedure is in-
voked recursively on these subgraphs in parallel. This invocation partitions each subgraph into more
subgraphs with yet smaller maximum degrees. This process repeats itsel until the maximum degrees of
all subgraphs are sufficiently small. Then, legal colorings of these subgraphs are computed in parallel,
and merged into a unified legal coloring of the input graph. Even though Procedure Defective-Color
is invoked many times by Procedure Legal-Color, the running time of Procedure Legal-Color is much
smaller than the time given in Lemma [£Il The improvement in time is achieved by selecting different
parameters in the defective colorings computations, making the invocations significantly faster than a
single invocation with the parameter p = LAl/ 3J.

Procedure Legal-Color receives as input a graph G, positive integer parameters b, p such that p > 4c,
1<b-p <A, aparameter A such that 2¢c < A < A, and a parameter A. The parameter A represents an
upper bound on the maximum degree of the input graph. Initially, A is set to A. Later as the procedure
is invoked recursively, this parameter is set to smaller values, and it keeps decreasing as the recursion
proceeds. The threshold parameter A determines the termination condition of the recursion. Specifically,
if A < X then a legal (A 4 1)-coloring of G is computed directly using Lemma [2ZT)(2). Otherwise, an
O(A/p)-defective p-coloring 9 of G is computed, producing the subgraphs G1,Go, ..., G, induced by the
-color classes 1,2,...,p, respectively. Let N = O(A/p) denote the defect of the coloring 1. Next,
Procedure Legal-Color is invoked on each of these subgraphs recursively, with the degree parameter \'.
All other parameters, that is, b, p, and A, do not change throughout the recursion.

For technical convenience, Procedure Legal-Color returns not only the resulting coloring ¢, but also an
upper bound ¥ on the number of colors that this coloring employs. On the bottom level of the recursion,
i.e., when A < A, the number of colors that is used by ¢ is at most A + 1. In this case the algorithm
(see line 3) sets ¥ = A + 1. In the more general case when A is greater than the threshold value A, the
algorithm invokes itself recursively on each of the subgraphs G, Ga, ...,G,. These recursive invocations
return the pairs (¢1,91), (p2,92), ..., (¢p, Vp), where for each i = 1,2,...,p, ¢; is a ¥;-coloring of G;. These
colorings are merged into a unified ¥-coloring ¢ of the entire graph G, with ¢ = £?_ ;. It will be shown
later that, in fact, ¥; = 0, for every i,j € {1,2,...,p}. (In other words, the upper bound on the number of
colors employed by the coloring ¢; that the algorithm returns is equal to the upper bound that it returns
for the coloring ¢;. This does not necessarily mean that the two coloring use exactly the same number
of colors.) This implies that one can actually set 9 = 9 - p, where ' = ¥; for some i € {1,2,...,p}, as the
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algorithm indeed does in line 11.

Moreover, to obtain the unified legal coloring ¢ the algorithm just adds to the color ¢;(v) of a vertex
v € V; = V(G;) the value (i — 1) - ¥;. Since ¢¥; = ¢ for every i € {1,2,...,p}, it follows that this way
vertices of V; end up being ¢-colored by a color from the palette {(i — 1) +1,(i — 1) 4+ 2,...,i - 9'}.
Consequently, for two vertices u,w, u € V;, w € Vj, i # j, their ¢-colors belong to disjoint palettes, and
are, thus, different. Below we provide the pseudocode of Procedure Legal-Color.

Algorithm 2 Procedure Legal-Color(G, b, p, A\, A )
An algorithm for each vertex v € V.
1. if (A < A) then
2: @ := alegal (A + 1)-coloring of G using Lemma [2T](2)
33 ¥:=A+1 /* number of colors employed by ¢ */
4: else
5. 1) := Defective-Color(G, b, p, A)
/¥ fori=1,2,...,p, let G; be the graph induced by vertices of 1-color i */
AN :=|(A/(b-p)+A/p)-c+c| /* defect parameter of 1) */
7. fori=1,2,...,p, in parallel do
(pi, ") := Legal-Color(Gy, b, p, A\, A')
/* recursive invocation that computes ¢'-coloring ¢; of G; */
9: if v € V(G;) then

2

®

10: o) =pi(v)+ (i —1)-
11: V:=19-p

12: end if

13:  end for

14: end if

15: return (p,¥) /* return the legal coloring and the number of employed colors */

Let € be an arbitrarily small positive constant. We execute Procedure Legal-Color on the input
graph G of maximum degree A and neighborhood independence bounded by ¢, with the parameters
b = [Aﬁ/q ,p = [AE/?’] ,A = [A],A = A. In the next lemma we analyze the running time of this
invocation.

Lemma 4.2. Procedure Legal-Color invoked with the parameters b = {AE/GW ,p = [AE/?’} A=TA] A=
A terminates in O(A€ +log* n) time.

Proof. In each recursion level it holds that
N =[(A/(b-p)+A/p)-c+ec| <(AJAT? 4 AJA) e+ e <3¢ NJADS. (1)
Therefore, for a sufficiently large A, the number of recursion levels r satisfies

B log A B log A —o(1)
~log(A</3/3c)  (¢/3) -log A —log3c ’

T < logae/s /g A (2)
(Recall that both € and ¢ are constants.)

By Lemmal[3.3] each recursion level, except for the last one, requires O(A€+log* n) time. (This running
time is dominated by the time required for executing Procedure Defective-Color in line 5 of Algorithm
2l) By Lemma [2.12), the last recursion level, in which A < A, requires O(A + log* n) = O(A€ + log™ n)
time. Therefore, the overall running time is also O(A€ + log* n). O

We remark that equation (II) in the proof of Lemma [£2] holds for any (not necessarily constant) e,
0 < € < 1. On the other hand, for constant ¢ > 0 this equation can be refined.
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Lemma 4.3. For any constant n > 0, for a sufficiently large A it holds that A’ < c¢- (14+n) - A/A/3,

Proof. Observe that (A/AY? + A/A/3) - c+c= (AJA/3) - (14+1/A9%) c+ec.
Recall also that A > A€, and thus A/AY? > A%/3, For A > (2/1)%¢ it holds that 1/A%® < /2, and so

(AJA2) (1 +1/AYS) e e < (AJA?) - (1 4+1/2) - c+c. (3)

Also, ¢ < c¢-(n/2) - A6 < ¢ (n/2)A%/? < ¢-(n/2) - (A/A/3), and so, the right-hand-side of equation (3
is at most ¢- (1 +n) - A/A%3 completing the proof. O

In the next lemma we analyze the number of colors used by the coloring ¢, which is returned by the
procedure.

Recursion

Level

0 (I +l}opr Q

r-1 (A +1ep &

r O e €
A+l A+l A+l J
i e o

P P P

Fig. 3. The recursion tree. For each node «, the value that appears near o in the figure represents the
number of colors that are employed by the recursive invocation that corresponds to c.

Lemma 4.4. Procedure Legal-Color invoked with the parameters b = {AG/GW ,p = [AE/?’} A=TA] A=
A computes a legal O(A)-coloring.

Proof. Consider the recursion tree 7 of Procedure Legal-Color invoked with the parameters (G, b, p, A, A),
set as above. (See Figure [3l) With each node a of 7 we associate the value A, of the parameter A in
the recursive invocation corresponding to «. By induction on the level ¢ in the tree 7 it can be shown
that all nodes « of 7 that have level 7 have the same value A, = A®. The choice of parameters also
guarantees that A = A® > A > A®) > Let r be the smallest index such that A < \. Denote
A = A. Observe that nodes « of level r in 7 are the leaves of 7, and every leaf of 7 has level . Hence
all leaves of 7 have the same level. Moreover, it follows that in each of theses leaf-invocations « of 7, the
corresponding subgraph G[a] is colored with at most A 41 colors, and that each of these invocations
returns 9" = A + 1. Hence, by induction on j, j = 1,2, ...,r, for any two invocations a and 3 of the
j’th level in the recursion tree 7, these two invocations return the same values of ¥. (The induction base
is the case j = r, and in the step we proceed from j + 1 to j, for j € {2,3,...,r}.)
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For j € {1,2,...,r}, denote by ¥U) the parameter 9 returned by some invocation « of level j. Next,
we argue, again by the induction on ¢ with the base case j = r, that the ©¥-coloring ¢ returned by the
invocation « is legal. The base case follows from Lemma [2.1](2). For the induction step let G[a] denote
the subgraph of G on which the invocation of Procedure Legal-Color that corresponds to the node « is
invoked. Also, denote by G1la], G2[a], ..., Gp[a] the p subgraphs of G[a] that correspond to the p children
of a. We remark that, in general, line 5 of Procedure Legal-Color may partition the graph G[a] into less
than p subgraphs. In this case, however, the routine leaves YUt empty color classes for each of the
”missing” subgraphs. It does so by setting 9U) = p-9U+1 even though it really needs a smaller palette.
These redundant colors help to maintain uniform bounds on the number of colors used to color subgraphs
of the same recursion level.

For each i € {1,2, ..., p}, vertices of G;[a] are colored by colors from the palette {(i —1)-0U+D 41, (i —
1) - 90+ 42, 4.90+DY Thus, for a pair of vertices u,w, u € G;la], w € Gyla], i #4', 4,7 € {1,2,...,p},
the invocation « colors them by distinct colors. (Denote these colors by ¢[a](u) and ¢[a](w), respectively.
Then pla](u) # laj(w).) Consider also the case that u,w € G;[a] belong to the same subgraph G;[a] of
Gi, and (u,w) € E. By the induction hypothesis, the coloring ¢;[a] of G;[a] returned by the i’th child
invocation of « is legal. Hence ¢;[a](u) # w;la](w). Recall that pla](u) = ¢;la](u) + (i — 1) - 90D and
ola)(w) = pifa](w) + (i — 1) -9+ and so ¢la(u) # ¢la](w), as required.

Finally, we provide an estimate on the number of colors ¥ = 9(9) employed by the coloring ¢ returned
by the root invocation Legal-Color(G, b, p, A\, A) of the recursion tree 7. We have already shown that
9 = A = A 4+ 1. Also, for any level 7, 0< j <r—1, 90 = p. 9+, Hence the overall number of
colors satisfies () < 9" . pr = (A +1) - p". By equation (2] in proof of Lemma [£2] it holds that

log(A/A)

"= ogaig -~ O

(This is true for a constant € > 0.) Finally, for a sufficiently large A,

A+1)-p- < (A+1)- [Mﬂr < (A+1)-(Be+ 1)T-(A;C/3)T
< (A+1)-Be+1)"( 3?3)1‘);2%% = @Be+1)"-(A+1)-(A/A) = 0(1),

since ¢,r = O(1), and % < 2. Hence 9 = O(A), completing the proof.

We summarize the properties of Procedure Legal-Color in the following Theorem.

Theorem 4.5. For an arbitrarily small positive constant €, our algorithm computes an O(A)-coloring of
graphs with bounded neighborhood independence, in time O(A€ +log™ n).

Next we show that one can compute a legal coloring of G much faster, at the expense of increasing the
number of employed colors. To this end, one needs only to select different parameters for the invocation
of Procedure Legal-Color.

Theorem 4.6. For an arbitrarily small positive constant n, our algorithm computes an O(AY+)-coloring
of graphs with bounded neighborhood independence, in time O(log Alog* n).

Proof. Let t > 2 be an arbitrarily large constant. Set A = (3¢ + 1) b = A3 = (3¢ +1)%,p = A/6 =
(3c+1)t, A = A. In each recursion level it holds that

N =[(A/D-p)+A/p)-ct+c) <(ABec+1)* +A/Bec+ 1)) c+e<3-c-A/(Bc+ 1)
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Therefore, the number of recursion levels in this case is at most 7 = log(3.;1)e-1 A. By Corollary B3]
invoking Procedure Defective-Color on each level requires O((3c + 1)% 4 log*n) = O(log* n) time. Other
steps of Algorithm 2], except for the recursive invocation step, are executed locally, and require zero time.
Hence each recursion level (except for the bottom level) requires O(log* n) time. On the bottom level of
the recursion we invoke a (A + 1)-coloring algorithm from [4] on subgraphs of maximum degree at most
A. (See Lemma[21(2).) This algorithm requires O(A + log™ n) time. Note that at the bottom line of the
recursion A < A, and A\ = (3¢ + 1)! = O(1) is a constant. Hence this running time is O(log* n) as well.
We conclude that the overall running time is O(log(s.;1y-1 A - log* n) = O(log Alog™ n).

The inductive proof of Lemma .4l is applicable as is also for the new selection of parameters. Hence,
the produced coloring is legal. The number of colors in this case is at most

A+1)-p" = (Be+1D%4+1)-Be+ )7 Be+1) < ((Be+ 1) +1)- A AVED
O(A1+1/(t_1)).

Given a constant 1 > 0, set ¢ to be sufficiently large so that 1/(t —1) < n. Hence the number of colors
is at most O(AM7), O

4.2 An improved version

In this section we show that our algorithms can be modified to guarantee running time of O(log A -
%) + %log* n, while maintaining the same bound of A" on the number of colors. We do so in
two steps. First, we prove a bound of O(log Alog* A 4 log* n), and then we improve it further.

The change that we introduce to our algorithms is the following one. Before invoking Procedure
Legal-Color we invoke Linial’s algorithm (see Lemma .T[(1)) for computing a legal O(A?)-coloring p of
the original graph G. This invocation requires O(log* n) time. This auxiliary coloring will help us to

execute Procedure Legal-Color faster. Specifically, we will use the following result of [19].

Theorem 4.7. [Theorem 4.9 in [19]]: Given a d'-defective M-coloring of a graph G of maximum degree
A and a defect parameter d, d < d < A, a d-defective O((ﬁ%ﬁ,ﬁ)—colom’ng of G can be computed in
O(log™ M) rounds.

We will use this theorem with ' = 0. In this case the resulting coloring is a d-defective O((%)2)—
coloring. Given a parameter p, set d = |A/p|. We get a | A/p]-defective O(p?)-coloring, in O(log*(A?)) =
O(log™ A) time. Our algorithm invokes Procedure Defective-Color (on line 5 of Algorithm [) in each

recursive invocation of Procedure Legal-Color. Procedure Defective-Color, in turn, computes a L%J—

defective O((b-p)?)-coloring ¢ on line 1 of Algorithm [, using Lemma [Z1i(3). This step requires O(log* n)

time. In the modified version of our algorithm we will use the algorithm of Theorem [17] with tha

auxiliary O(A?)-coloring p as its input, and with the parameter d = L%J. In this way we obtain the

desired L%J—defective O((b - p)?)-coloring ¢ in O(log* A) additional time, instead of O(log* n) time.

Since the number of recursion levels is r = O(log A), it follows that the running time of all recursion
levels of Procedure Legal-Color except for the bottom level is O(log Alog* A). On the bottom level of the
recursion we invoke an algorithm from Lemma 2.1)(2) (due to [4]) for computing a legal (A + 1)-coloring
of a graph with maximum degree at most A. This algorithm requires O(A + log* n) time. However, at
this point A < A = O(1), and thus this step requires O(log* n) time. Hence the total running time of
all recursion levels is O(log Alog™ A + log* n). Computing of the auxiliary coloring p requires additional
O(log* n) time. Hence the overall running time of the algorithm is O(log Alog* A + log* n).

This estimate can be slightly improved by setting parameters of Procedure Legal-Color differently.
Specifically, set A = log* A,p = A6 b = A\/3 A = A. The depth r of the recursion tree 7 becomes

r= O(ll‘;%gﬁ) = O(%). The running time of each recursion level except for the bottom level is still
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dominated by the running time of Procedure Defective-Color, i.e, O((b- p)? + log* A) = O(log* A). On
the bottom level of the recursion computations of (A + 1)-colorings of graphs with maximum degrees at
most A require O(A 4 log* n) time. Since A = log* A, this is O(log™ n) as well. Hence the overall running

time of the algorithm becomes O(log A - % + log* n).

Another notable point on the tradeoff curve is A'*°M_coloring in O((log A)'*" + log*n) time, for
a fixed arbitrarily small constant > 0. To achieve this we set A = log”7 A,b = \/3 p = A\/6. The

. _log(A/log" A) log A :
depth of the recursion tree becomes r = Tog((log"® A)/30) — (1 oglog %) (Recall that c is a constant bound

on the graph neighborhood independence.) The running time of each recursion level except for the last
one is O((bp)? + log* A) = O(log" A) (by Corollary B3). The running time of the last recursion level
is O(X 4 log* A) = O(log" A) as well. Hence the overall running time is O(r - log” A) + O(log*n) =
O(log'*t" A 4 log* n). The overall number of colors is O(\ - p") = O(A) - (3¢)" = Alte(D),

Note also that the analysis above implies that the leading constant factor in front of log* n is just 2.
Specifically, one log* n term is required for computing the auxiliary coloring p, and another log™ n term
is used for computing (A + 1)-coloring of subgraphs with maximum degree at most A at the bottom level
of the recursion. However, a close inspection of the algorithm of [4] reveals that it spends log* n time for
computing an O(A\?)-coloring p/, and then spends another O()) time to convert it into a (A + 1)-coloring.
On the other hand, given an auxiliary O(A?)-coloring p, one can convert it into an O(\?)-coloring p’
of a subgraph with maximum degree at most A in O(log* A) time. (This can be done using Linial’s
algorithm [21].) Hence the running time of our algorithm for computing O(A*")-coloring reduces to
O(log A%) + log* n. Moreover, one can compute the auxiliary coloring p using an algorithm of
Szegedy and Vishwanathan [27] (instead of Linial’s algorithm [21]) in 3 log*n time. This leads to the

bound of O(log A%) + % log™ n on the running time of our algorithm. These considerations enable

one to replace O(log* n) by %log* n also in Theorem To summarize:

Theorem 4.8. For any constant € > 0, and a graph G with bounded neighborhood independence,
(1) an O(A)-coloring of G can be computed in O(A°) + §log*n time.

(2) an O(A™€)-coloring of G can be computed in O(log A%) + S log* n time.

(3) a AW _coloring of G can be computed in O((log A)11€) + 3 log* n time.

5 Legal Edge Coloring in General Graphs

In this section we show that the techniques described in Sections Bl and [ can be used to devise very
efficient edge coloring algorithms for general graphs. We start with the observation that for any graph
G, its line graph has neighborhood independence at most 2.

Lemma 5.1. For a graph G = (V, E), the line graph L(G) has neighborhood independence bounded by 2.

Proof. Let u be a vertex in L(G) with at least three neighbors. Let e, € E be the corresponding edge
of u. Let v,w,x be any three neighbors of u in L(G). Let e,,ey,e, be the corresponding edges in
E, respectively. Each edge e, ey, e, share a common endpoint with e,. Therefore, at least two edges
among e, €y, €, share a common endpoint. Suppose, without loss of generality, that these are e, and e,,.
Consequently, the vertices v and w are neighbors in L(G). Hence the neighborhood I'(u) of u does not
contain three independent vertices. Consequently, the neighborhood independence of L(G) is at most
2. O

Observe that Lemma [5.1] extends directly to line graphs of general r-hypergraphs. Specifically, for
any hypergraph H, the neighborhood independence of the line graph L(H) is at most r. It follows that
our results for graphs of bounded neighborhood independence (Theorem [£8]) apply to line graphs of
r-hypergraphs, for any constant positive integer r.
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Observe that, by definition, for any graph G and positive integer k, a legal k-coloring of vertices of
L(Q) is a legal k-coloring of edges of G, and vice versa. Note also that for an edge e = (u,w) in G, the
number of edges incident to it is (deg(u) — 1) 4+ (deg(w) — 1). Hence the maximum degree A(L(G)) of
the line graph L(G) satisfies A(L(G)) < 2(A — 1), where A = A(G). Consequently, if we are given a
line graph L(G) of a graph G with A(G) = A, our algorithm can compute an O(A(L(G))) = O(A)-
vertex-coloring of L(G) in O(A€) + 3 log* n time, for any constant € > 0. Similarly, one can also compute
O(A™)-vertex-coloring (respectively, Al+°(1_vertex-coloring) of L(G) in O(log A%) + 3 log*n
(resp., (log A)'F¢ + %log* n) time, for n,{ > 0 being arbitrarily small positive constants. These vertex
colorings give rise directly to edge coloring of G with the same number of colors.

On the other hand, in the distributed edge-coloring problem we are given as input the graph G, rather
than its line graph L(G). To overcome this difficulty we can simulate the distributed computation of an
algorithm on L(G) using the network G = (V, E).

Lemma 5.2. Any algorithm with running time T for the line graph L(G) of the input graph G, can be
simulated by G, and requires at most 2T + O(1) time.

Proof. For each edge e in E, one of the endpoints of e simulates a vertex in L(G) correspond to e.
(Hence, each vertex in G may simulate many vertices of L(G).) Specifically, for each edge e = (u,v) € E,
such that Id(u) < Id(v), the vertex that corresponds to e in L(G) is simulated by u. We denote the
vertex in L(G) that corresponds to e by ve. The Id of v, is set as the ordered pair (Id(u), Id(v)). This
guarantees unique Ids for vertices in L(G). Sending a message from a vertex w in L(G) to its neighbor
w’ is simulated as follows. If the vertices that simulate w and w’ are neighbors in G, the message is sent
directly. Otherwise, the distance between the simulating vertices is 2. The vertices w and w’ correspond
to edges e and ¢’ in E that share a common endpoint v/. In this case, the message is sent from the vertex
that simulates w to v/, and from v’ to the vertex that simulates w. Consequently, any algorithm for the
line graph can be simulated on the original graph, increasing the running time by a factor of at most 2.
The additive term of O(1) in the running time above reflects the time spent for computing unique edge
identifiers. O

Now we apply Lemma in conjunction with our results for vertex-coloring of L(G), and obtain the
following theorem.

Theorem 5.3. For a graph G = (V, E) with mazimum degree A, and positive arbitrarily small constants
€,n,¢ > 0, our algorithm computes: (1) O(A)-edge-coloring of G in O(A€) + %log* n time.

(2) O(A'*)-edge-coloring of G in O(log A%) + %log* n time.

(3) Ao _edge-coloring of G in O((log A)+¢) + 3 log*n time.

Despite its simplicity and generality, the simulation technique that we described above has some
downsides. Most notably, it causes tha algorithm to send up to A messages through a single edge in a
single round. Consequently, the resulting algorithm requires message size of O(Alogn). In what follows
we present an edge-coloring variant of our algorithm from Sections 3 and 4. This algorithm provides
nearly the same (and actually, in case (2) slightly better) bounds as in Theorem 5.3l but does so using

much shorter messages. Specifically, in case (2) we eliminate the slack of %, and obtain the

running time of O(log A) + log* n for O(A'*7)-coloring. On the other hand, the %log* n term in all the
three cases will become log* n.

One ingredient of our edge-coloring algorithm is the following simple routine, due to Kuhn [19], for
computing defective edge coloring in O(1) time. We describe it for the sake of completeness. Let p/,
1 < p' <A, be a parameter. Each vertex v labels the edges e, eo, ..., €deg(v) that are incident to v with
labels in {1,2,...,p’}, so that there is no label that is assigned to more than [A/p'] edges. (For example,
it can label the edges ey, €2, ...,e[a /] With 1, €[a /p1+15 €[A/p 1425 -+ €21 /1] With 2, etc’.) For each edge
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e = (u,w), both endpoints v and w send to each other the labels ¢,(e) and ¢,,(e) that they assigned to
the edge e. Finally, they set the colors ¢(e) of e to be equal to the pair (¢,(e), ¢y, (e)), where the order is
determined by the identities of u and w. (For example, ¢, (e) appears before £,,(e) if Id(u) < Id(w), and
after it otherwise.)

Obviously, the number of colors employed by ¢ is at most p’?>. To analyze its defect consider an
edge e = (u,w). Suppose without loss of generality that Id(u) < Id(w). For an edge ¢’ = (u,z) with
Id(u) < Id(z) to get the same color as e, u should have label both e and e’ with the same label. Hence
there are at most [A/p'] incident edges ¢’ = (u, 2) to e = (u,w) with Id(u) < Id(z) and ¢(€e') = p(e).
For an edge ¢ = (u,z) with Id(u) > Id(z) to get the same color as e, the labels £,(¢’) and £, (e) must
agree. However, u labels at most [A/p’| edges with the label £,(e), and so there are at most [A/p]
incident edges €' = (u,2) to e = (u,w) with Id(u) > Id(z) and ¢(e’) = ¢(e). Hence overall there are
at most 2 - [A/p’] edges €' that share with e the vertex u that satisffy ¢(e’) = p(e). By symmetrical
considerations there are at most 2-[A/p'] edges €’ that share with e the vertex w and satisfy ¢(e’) = p(e).
Hence the overall defect of ¢ is at most 4 - [A/p/].

Corollary 5.4. [19] For any parameter p', 1 < p/ < A, a 4- [A/p']-defective p'?-edge-coloring can be
computed in O(1) time.

Hence the |A/(b-p)]|-defective O((b - p)?)-edge-coloring that is required on line 1 of Algorithm [
(Procedure Defective-Color) can also be computed in O(1) time. (We remark that in our algorithm,
b - p is never greater than A/4, and thus the factor 4 in the defect of the coloring provided by Corollary
(4 can be essentially ignored.) Next, we analyze the edge-coloring variant of Procedure Defective-Color
(Algorithm [I]). In our implemenation, for each edge e = (u,w), at all times both the endpoints v and w
of e will maintain the current color of e. In line 1 of the procedure the [A/(b - p)]|-defective O((b - p)?)-
coloring ¢ is computed using the routine that was described above. As a result of this routine (that
requires O(1) time), for each edge e = (u,w), both u and w know ¢(e).

Consider the while-loop on lines 4 - 10 of Algorithm [Il For an edge e = (u,w) with ¢(e) = ¢ for some
i€{1,2,..,0((b-p)?)}, at some point its endpoints u and w recolor e, i.e., compute the 1-color 1 (e).
To this end each of them needs to know the numbers N (k) = |[{¢/ € T'(e) | ¥(¢') = k,p(e) < p(e)}],
for every k € {1,2,...,p}. (I'(e) is the set of the edges incident to e.) Define also N, (k) = [{¢/ >
ul € #e(e) =k ) <¢e)}]. Observe that Ne(k) = Neu(k) + Neow(k). Since u (respectively, w)
can compute Ne (1), New(2), ..., New(p) (resp., New(1), Neaw(2), ..., New(p)) locally, it follows that for u
(resp., w) to be able to compute N¢(1), Nc(2), ..., Ne(p) it needs to receive from w (resp., u) the numbers
New(1), News (2), ..., New (p) (resp., Neoy(1), Neo, (2), ..., Ney(p)). This requires sending p messages over
each edge in each direction.

Hence Procedure Defective-Color invoked with parameters G, b, p, A can be implemented for comput-
ing ((A/(b-p)+ A/p) - 2 + 2)-defective p-coloring ¢ in O((b- p)?)-time. (Observe that the neighborhood
independence is ¢ = I(L(G)) = 2, and that the log*n term of the runnning time from Corollary B3]
disappears because we use Kuhn’s defective edge-coloring routine, which requires O(1) time.) This im-
plementation, however, requires to send O(p) messages of size O(logn) each through edges of G. If
one allows only short messages (i.e., of size O(logn)), then the running time of the procedure grows to
O((b-p)? - p) = O(b? - p®). Observe that in both cases, as a result of this invocation, for every edge
e = (u,w), both endpoints u and w know the resulting ¢-color ¢(e).

Next, we describe the edge-coloring variant of Procedure Legal-Color (Algorithm ). On the bottom
level of the recursion (line 2 of Algorithm [2)) the algorithm computes a legal (A + 1)-coloring of a graph
with maximum degree at most A. In the vertex coloring variant of the procedure, we used Lemma [2.1§2)
for this, which is an algorithm from [4] or from [19] that requires O(A) + §log* n time. Simulating this
algorithm would incure large messages. Instead we use a (2A—1)-edge-coloring algorithm of Panconesi and
Rizzi [24]. This algorithm requires O(A)+log™ n time. In line 5 of algorithm 2 (Procedure Legal-Color) we
invoke the edge-coloring variant of Procedure Defective-Color, which we described and analyzed above.
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The recursive invocations of Procedure Legal-Color (line 8 of Algorithm [2]) can be invoked seemlessly,
because for every edge e = (u,w) both u and w know the current v-color of e, and thus know to which
subgraph G; the edge belongs. Other steps of Procedure Legal-Color can be performed locally, in zero
time.

Next, we analyze the resulting edge-coloring variant of Procedure Legal-Color. The number of colors
it employs can be bounded exactly in the same way as for the vertex-coloring variant of the procedure,
and the resulting estimates are the same as in that case. The analysis of the running time changes slightly,
and it depends on the size of messages that we are allowed to use.

First, consider the case that we are allowed to use p short messages over each edge on every round. As
we have seen, the running time of the invocation of Procedure Defective-Color with parameters G, b, p, A
is O((b-p)?) in this case, instead of O((b- p)?) + 3 log*n for the vertex coloring variant. Another change
in the analysis of the running time is on the bottom level of the recursion, where we now need to use
O(A) +log*n = O(\) + log*n time, instead of O(\) + i log*n. By reproducing the analysis of the
running time with these changes it is easy to verify that overall we obtain (1) an O(A)-edge-coloring in
O(A€) + log* n time; (2) an O(AM)-edge-coloring in O(log A) + log* n time; and (3) a Al+°(M_edge-
coloring in O((log A)'*¢) 4 log* n time, where €,7,¢ > 0 are arbitrarily small positive constants.

The size of the messages that the algorithm employs needs to allows sending p numbers N ,,(1), Ne (2),
...y New(p) in one message, where e is an edge and u is one of its endpoints. Each of these numbers is an
integer between 1 and A, and so overall one needs O(plog A) bits to encode them. Also, for implementing
the algorithm of [24] on the bottom level of the recursion one needs messages of size O(logn). Hence the
total message size is O(max{plog A,logn}), where the value of p depends on wheither we want to get
(1), (2) or (3). In case (1) p = O(A“?); in case (2) p = O(1); in case (3) p = O(log® A). Hence in case
(2) the message size is just O(logn), as desired.

Next, consider the case that we are allowed only messages of size O(logn). Then, as we have seen,
inside Procedure Defective-Color we need to send p messages over each edge e = (u, w) for both endpoints
u and w to be able to compute N (1), Ne(2), ..., Ne(p), and requires O(p) time. The overall running time of
Procedure Defective-Color in this case is, as was already shown, O(b?-p3). This runnning time dominates
the running time of each recursion level of Procedure Legal-Color, except for the bottom level. (On
the bottom level the running time is O(\) + log*n.) If we aim at getting an O(A)-edge-coloring then
b= [AG/G], p= [AE/?’], A = [A€], and hence the number r of recursion levels is O(1). Hence the overall
runnng time becomes O(A4€/ 3) + log* n instead of O(A€) + log*n. Moreover, by scaling the constant
e (i.e., setting ¢ = 3¢/4), we can get the same running time O(A€) 4 log* n as in the vertex-coloring
variant of the algorithm. (Except for the constant hidden by the O-notation in the number of colors
O(A), which grows by a factor of 4/3.) By similar considerations we also get AlT°(1)_edge-coloring in
O(log'™¢ A) + log* n time, with slightly larger hidden constants. To summarize:

Theorem 5.5. For any graph G and constants e,n,( > 0,

(1) an O(A)-edge-coloring of G can be computed in O(A€) + log* n time.

(2) an O(A™)-edge-coloring of G can be computed in O(log A) + log* n time.

(3) a Ao _edge-coloring of G can be computed in O((log A)'F<) 4 log* n time.
Moreover, the algorithm that computes these colorings employs messages of size O(logn).

The constants hidden by the notation here are somewhat larger than the corresponding constants in
Theorem[4.8l One can also keep these constants as small as there, at the expanse of increasing the message
size to O(max{A3,logn}) in (1), ¢-logn for a very large constant ¢ in (2), and O(max{log'** A,logn})
in (3).
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6 Extensions

In this section we present two simple extensions of our main results (that are given by Theorems .8 and
(3). In Section we combine our new deterministic algorithm with an existing randomized routine
of [20]. In this way we derive a randomized O(A - min{A, log n}¢)-edge-coloring algorithm with running
time O(loglogn), for any arbitrarily small constant € > 0. For A < log! = n, for some fixed constant
0 > 0, this result compares favorably with all previous results. Specifically, the variant of the randomized
algorithm of [29] that requires O(loglogn) time employs ©(logn) colors, even when A is small.

In Section we extend our deterministic tradeoff, and obtain a much faster algorithm that uses
much more colors. Specifically, this variant of our algorithm computes an O(%Z))—edge—coloring of a

general input graph in just O(log g(A)) + log* n time, for any monotonic non-decreasing function g().

6.1 A randomized algorithm

In this section we combine our algorithm with a randomized defective coloring routine, due to Kuhn
and Wattenhofer [20]. As a result we obtain a randomized algorithm that works for graphs of bounded
neighborhood independence. For any constant > 0, it produces an O(A-min{A, log n}")-vertex-coloring
in O(loglogn - %) time, with high probability.

If A = O(logn) the or algorithm from Theorem [4.8(2) provides the desired result. Hence in the sequel
we assume that A = w(logn).

We start with describing the routine from [20] that produces an O(logn)-defective O(%)—Ver‘cex—
coloring of general graphs locally. This routine and its analysis are provided here for the sake of complete-
ness. Each vertex v picks a color from the set {1,2,...,[A/logn]|} independently uniformly at random.
The expected defect of v, i.e., the number of neighbors of v that get the same color as v does, is at most

log n. Denote the defect of v by defect(v). Hence, by Chernoff’s bound, for any constant x > 1,

en_l Inn 1
P(defect(v) > k- ¢ Inn) < <W> = et

Hence with probability at least W, the defect of the resulting coloring is O(k - logn). Once
this defective coloring ¢ is computed we apply our algorithm (from Theorem E.8(2)) on each of the ¢-
color classes G1,G2;...,Gra/10gn]- Each of these subgraphs has bounded neighborhood independence,

and maximum degree at most O(k -logn) = O(logn). (As kK = O(1).) Hence in O(loglogn - %)
time our algorithm produces a (logn)!™"-vertex-coloring for each of these subgraphs. Hence it is an
O(A - (logn)")-vertex-coloring of the original graph G.

To summarize:

Theorem 6.1. For an arbitrarily small constant n > 0, an arbitrarily large constant k, and a graph G of
bounded neighborhood independence, our algorithm constructs an O(A - min{A,log n}")-vertez-coloring

of G in time O(loglogn - %), with probability at least 1 — n—l,.i

Similarly to our other results, this result too can be slightly specialized (and slightly improved) to the
case of edge-coloring of general graphs. In this case an O(logn)-defective O(%)—edge—coloring routine
requires O(1) rounds, because we need that for every edge e = (u,w), both its endpoints will know the
computed color. Once the defective edge coloring is computed, we invoke our algorithm from Theorem
B5K(2) on each of the (edge-disjoint) subgraphs. The algorithm requires just O(loglogn) time, and uses
the same number of colors as stated in Theorem [6.11

Corollary 6.2. For an arbitrarily small constant n > 0, and an arbitrarily large constant k, our algorithm
O(A - min{A,logn}")-edge-colors general graphs, in O(loglogn) time, with probability at least 1 — n—l,i
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6.2 A tradeoff
AZ

Next, we argue that for any monotonic non-decreasing function g(-), one can get an O(g( )) -vertex-
coloring of graphs with bounded neighborhood independence in O(log g(A) - %) + 1 log* n time.

This result also translates into an O( o A)) -edge-coloring algorithm with running time O(log g(A))+log™ n.
This extension is closely to the vertex-coloring tradeoff presented in [5]. Specifically, there it is shown
that one can produce an O( o A)) -vertex-coloring of a general graph in O(logn - log g(A)) time.

1
For a small positive constant 0 < 1 < 1, set ¢(A) = g(A)T=n, and p = p(A) = ﬁ. Compute a
%—defective O(p?)-coloring ¢ of G in time O(log* n) using Lemma ZT(3) (an algorithm from [19]). This
coloring partitions G into O(p?) vertex disjoint subgraphs Gy, Go, ..., Go(p2), each of maximum degree at

most %. Since the original graph G has neighborhood independence at most ¢, by Lemma it follows
that each of the subgraphs G1, Ga, ..., Go(,2) has neighborhood independence at most ¢ as well.

On each of these subgraphs in parallel, invoke our algorithm whose properties are summarized in
Theorem [A.§[(2). Within O(log% : %/p)))) $log*n time we obtain an O(( )1+M)-vertex-coloring

log(Tog™(A/p
of each of these subgraphs. Overall we obtain an O(p? (ﬁ)“’”) = O(p'~"- A1+’7)—Vertex—color1ng of
G within O(log% . % +*log* n) time. Since p = p(A) = #‘A), we have an O(ﬁ)-vertex—
coloring within O(logg(A) - % + log* n) time. Finally, since g(A) = q(A)'~", we derive an

O(%Az))—vertex—coloring within O(log g(A) - m + log* n) time.

One can also compute an auxiliary O(A?)-coloring p in the beginning of the computation in %log* n
time using the algorithm of Szegedy and Vishwanathan [27]. This coloring can be used to compute a
é—defective O( %)-coloring ¢ in just O(log* A) time. As we have seen in Section [3]it can also be used to

ehmmate the 1 5 log™ n term from the running time of the algorithm from Theorem A8l To summarize:

Corollary 6.3. For any monotonic non-decreasing function g(-), one can compute an O( (A)) -vertez-

coloring of a graph with bounded neighborhood independence in O(log g(A) - %) %log n time.

By the techniques that are described in Section Bl we can also O(%Az))—edge—color general graphs in

O(log g(A) - %) + % log* n time, and also in O(log g(A)) +log*n time. The latter running time

is achieved using only messages of size O(logn).
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