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We address the problem ofé)artitioning a technology mappedFPGA system(MFS) can be modeled as a collection of FPGA
FPGA circuit onto multiple FPGAs of a specific target technoloEy. chips configured on a single board or a package to realize a design.
The physical characteristics of the multiple FPGA" system (MFS)In order to effectively use MFSs and benefit from shorter time-to-
pose additional constraints to the circuit partl_tlonlng algorithms: “market, users require an automatic method to partition a large
the capacity of each FPGA, the timing constraints, the number of l/design a_mpn? multiple FPGAs. The quality of the partitioning
Os per FPGA, and the pre-designed interconnection patterns of theresults will influence several aspects of the design implementation:
MFS. Existing partitioning techniques which minimize just the cut . " .
sizes of partitions fail to satisfy the above challenges. We therefor¢ 1) Capacity The partitioner must ensure that each chip con-
present a rectilinear partitioning algorithm which efficiently and tains afeasiblyimplementable amount of logic guided by the max-
accurate|y hand|e$ Ummg.spemﬁca.“ons_ The signal path de|ays|mum ate capacity of the target FPGA architecture and utilization
are elst."Tl]atEggxnng rF]).art|t|0ﬂ|n I}]Js|ng gt;n’nng [;node| ?Ipecmqt}lo levels that can be handled by the placement and rOUUng tools.
a multiple FPGA architecture. The model combines all possible ion in inter-chi ot it
delay foctors n a system wiih muliple FPGA chips of & target o 2),CORASSIOn In Inter-ehip, communicatiohe, partiioner,
fechnolog. A et Jynamic, netieighiing scheme, e Imeorbotions. The ter-chip connections of the packaging or the board
P p- Y, design may or may not be fixed. The signals external to individual

have developed a graph-based global router for pin assignment ; Piie AT A N
which can handle the pre-routed connections of our MFS structure chips must be routed using the limited number of inter.chip con

Wi SucCesclully partioned the MONG Xiinx FPGA benchmarkenecions fo pioduce 2 Teasible partiionng sluton dupry
producing 100% routable designs with high utilization levels in all 2e38MMEN i'lead To & design which is not implementable.
cases. Using the performance optimization capabilities in our 9 9 p

approach we have successfully partitioned these benchmarks satic  3) Delay introduced for intra-chip and inter-chip communica-
fying the critical path constraints and achieving a significant tions High utilization of Ioggc in individual chips causes conges-
reduction in the longest path delay. An average reduction of 17%tion in intra-chip routing. This leads to longer paths and thus longer
in the longest path delay was achieved at the cost of 5% in totadelays for signals internal to the chips. Also, the signals which
wire length. We have proved the effectiveness of our performanccross one or more chip boundaries in the MFS will accumulate a
optimization technique by verifying the timing predictions of our substantial amount of delay associated with the 1/O buffers and the
partitioner with the actual delays obtained after placement and inter-chip wire which can range from high, as in the case of PCBs,
routln_? of a partitioned MFS. Partitioning results obtained with to moderate as in MCM based systems. The system cycle time will
the Xilinx mapped MCNC benchmarks are encouraging. be determined by the length of the longest [l)_ath from a primary
1 Introducti input to the primary output of the entire MFS. The partitioner must
niroaucton satisfy the timing specifications for the MFS.

Field Programmable Gate Arrays (FPGAs) are becoming a main- Thus the constraints of the MFS partitioning problem are: 1)
stream technology in board, system and application specific inte-Set of FPGA chips with their locations, dimensions and maximum
grat_ed circuit (ASIC) desli:();n processes. System-level ASIC capacity; 2) Configurations of the chip level I/O frames for inter-

esigners are turning to FPGAs for design verification to takechip signals; 3) Configurations of the MFS package level I/O slots
advantage of their low cost and fast protot?/pmg. Current FPGATfor the system 1/O signals. In addition, the following design con-
architectures can handle a maximum of only 6000 to 9000 gatestraints need to be satisfied during MFS partitioning: 4) The timing
compared to ASIC devices which offer hundreds of thousands. Asconstraints of the system being implemented; 5) Additional user
a result, designers utilize multiple FPGAs when a single FPGA isconstraints such as’the utilization levels within the chips and the
not sufficient ?or a design implementation. preplaced logic which must remain within a particular chip.

MFS partitioning over multiple chips can be performed
before tec_hnolofqy mapping onto the target FPGA or after technol-
ogy mapping. If the partitioner manipulates the gate level netlist
(as in [11]) before t_ech_nQIoPy mapping, estimation of chip utiliza-
tion and routability is difficult without the exact count of the target
technology logic blocks. Also, there is no information at this level
regar_dlrllgi]_del_ay of logic blocks and interconnects for an unmapped
circuit. This is a major limitation because timing problems and
achieving minimum .sgstem delay are very important for large
complex designs which would typically be partitioned over multi-
ple FPGAs. After technology mapping, the partitioner can take into
account the target FPGA technology specific details such as total
logic block count, the routing resources associated with each group
of logic blocks assigned to each partition, and the actual timing
information during the partltlonmgr process. Hence, the partitioning
process should follow the technology mapping stage.

Inter-chip
connects

MCM 1/O Slo Chip I/O Slots

" Se\t/eral zlatppl)roar(]:,hes partitionltt.echnolo%y-tmappted FPG,tA (iir-
i i cuits onto multiple chips using multi-way netlist partitioning strat-
Fig.1 A Multiple FPGA System on an MCM. egies [1,2,10]. Phese strategies only minimize the nets cut between

) i partitions and do not understand the notion of distance between
Multiple re-programmable FPGAs have been configured on partitions. Thus, these methods cannot be deplo¥|ed successfully to
multichip modules (Figure 1) and on PCBs [9, 10]mAltiple this problem since issues such as total wire length and the length of
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critical signal paths cannot be controlled. Minimization of the has the potential to minimize the critical paths while clustering.
number of pinouts on a partition is just one of the several impor- Several approaches applicable to technologg.mapplng of logic cir-
tant objectives of an MFS partitioning system. A cone partition- cuits onto FPGA technologies have capability of performance
|n|g/cluster|ng approach [4] was used to partition Actel mapped optimization during partitioning of logic circuits [5, 6, 7, 8]. How-
FPGAs. Thoug# this approach has the potential to minimize the ever, the path delay in the above methods can be calculated only
critical paths while clustering, the path delay in this method can be based on intrinsic delay of the logic blocks.
calculated only based on intrinsic delay of the logic blocks. With- . .
out maintaining physical positions of the components during parti- . Several commercial vendors have developed tools for parti-
tioning, it is difficult to estimate any routing delay which is an tioning FPGAs. The Prism software tool [12] from NeoCAD pro-
important component of the total delay of a path. Thus, timing Vides an environment to perform timing-driven partitioning over
cannot be ascertained accurately enough to be useful. multiple FPGAs. INCA has an FPGA partitioner named Concept
. . . Silicon élS] which partitions an FPGA or PLD netlist onto multi-
We therefore propose a rectilinear partitioning solution to the ﬁle FPGAS. Quickturn’s RPM emulation system [14] creates a
MFS partitioning problem which maintains the relative position of hardware prototype from an ASIC or full-cistom chip netlist. A
the partitions with respect to each other and thus maintains physi-hierarchical partitioner is used to partition the design over as many
cal positions of the logic blocks during partitioning. This approach FPGAs as necessary.
efficiently and accurately handles timing specifications. The signal . . .
path delays are estimated during partitioning using a timing model 3~ Simulated-Annealing based Multiple FPGA
which combines all the possible delay factors involved in a system Partitionin
with multiple FPGA-based chips of a target technology. No previ- g
ous work has offered a complete timing-driven model. We have . - .
incorporated a new dynamic net-weighting scheme to minimize The need to handle signal path timing constraints on very large
the number of pin-outs for each chip. In order for each of the designs forces us to base our MFS partitioning algorithm on a
FPGAs to be placed and routed |ndeEendentIy, pin assignment isderivative of simulated annealing. Each chip in tigmultiple)
erformed on the 1/O frames of each FPGA after partitioning. We FPGA combination is considered a partition and each partition is
ave developed a graph-based global router for pin assignmenisubdivided into bins. Figure 3 shows an example of bin configura-
which can handle the pre-routed connections of our MFS struc- tions for an MFS with six FPGAs. During the partitioning process,
ture. Using the performance optimization capabilities in our & component to be partitioned will move from bin to bin. Its loca-
.app_roach, We.have Successfu”y.pamtmned these bench.ma.r_ks saitlon at any instant Is taken to be the center of the bin to which it
isfying the critical path constraints and achieving a significant currently belongs. The finer the grid the cut lines produce, the
reduction in the longest path delay. An average reduction of 17% higher the number of bins they generate. A large number of bins
in the longest path delay was achieved at the cost of only 5% inmake the wire length calculations more precise, especially with
total wire length. Although our main interest was not minimizing 'espect to timing. However, with a large number of bins, the search
the total dollar cost of FPGAs used, our results have outperformedspace for component moves is Iarge. This makes annealing more
the only results [1] which are available on the Xilinx mapped expensive in terms of CPU time. An effective trade-off between
MCNC benchmarks by 7.5% in cost. the accuracy of wire length and CPU time was obtained by using a
ST . . number of bins on the order of four per partition on average. For
Our MFS partitioning system consists of two main phases:

multi-FPGA partitioning and pin assignment, as shown in Figure Partitions/FPGAs .
2. This paper is organized as follows. In section 2, we will discuss ooooo -/\e CmoO Bins
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Fig.2  The MFS Partitioning System. toy|/o slcﬁ 9 Clusters of logic blocks

) o ) Fig.3 Physical definition of the MFS partitions.
the previous work related to FPGA partitioning. In section 3, we
describe the general features of our simulated-annealing basemew state generation, the algorithm only picks moves which are
partitioning aI?orlthm. Our new method of explicitly minimizing  feasible in order to condense the search space of new states. The
the number of chip-level 1/Os is presented in section 4. Our new feasibility of a move is determined in terms of a [I)_re-deflned target
timing-driven capability specifically for multiple FPGA systems is utilization for each FPGA in the MFS structure. The system-level
described in section 5. The pin assignment stage is described irpin assignment or pad placement must be performed with respect
section 6. We present the results of the MCNC partitioning bench- to direct 1/0 connectivity of the logic blocks and thus is performed
marks in section 7. We conclude in section 8. simultaneously during partitioning. The new state generation func-
2 Previ Work tion picks moves which involve both logic blocks and system 1/0O
revious wor ads in order to accomplish pad placement at the same time as the
. - . FS partltlonm?. The annealing schedule used is a statistically
A review of ?eneral approaches to partitioning can be found in derived schedule proposed bY am [15]. We have formulated a
[16]. The earliest partitioning work specifically targeted for multi- new cost function which _explicitly minimizes cutsize and thus
le FPGA partitioning approach was reported by Thoetael number of I/Os on each FPGA and handles FPGA specific delay

10]. They developed the Anyboard rapid prototyping system for inimi iti imi i
dlgl]tal hardware designs consisting of the Anyboard PC card mademOdEIS to minimize the critical timing paths

of multiple Xilinx FPGAs. A recursive mincut algorithm extended ~ The cost function consists of two terms as shown in (1). The
with additional FPGA constraints in which the total dollar cost of first term is the total weighted wire length, representewbyhe
the FPGA devices was minimized for a set of Xilinx m?ﬁfed second term is the timing penalty function, represente®|.by
ISCAS benchmarks was proposed in [1]. Another multiple FPGA
artitioning approach based on group migration was proposed in C=W+FR (1)
EZ]. This approach explicitly used the pin constraints during parti- . .
fioning. Motivated by the new challenge of multiple FPGA parti- 4  Dynamic Net Weighting Scheme
tioning, a gate replication technique was proposed to reduce the S ] ]
cut size of partitions [3]. A cone partltlonlnglclusterlng approach At the end of partitioning, it is desirable to obtain the lowest num-
{)4] was used to partition Actel mapped FPGAs and demonstratedber ofpin-outsor I/Os possible for each chip, since there are a lim-
etter results than the classical mincut algorithm. This approachited number of chip level I/O slots. If each net has the same
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D D N1 Logic Delay: The total logic delay of a pagh  is:
—_—> TL(P) = Np ey g (5)
where N, is the number of logic levels or depth of the particular
N2 N2 N2 critical path. T is the intrinsic delay of the CLB. For a given
B technology anfd- LB design of an FPG]S%lf is constant and

Chip4  Chip5S  Chip independent of the configuration, number ©f fnputs and outputs.

(2]

Fig.4 Comparing two nets of same length but Routing Delay: The total routing delay of a net T,(n) , is the
different weights. sum of the delay due to the intra-chiy (n) , and inter-chip con-
nections, T, (n)”, of anet.
Chipl Chip?  Chip Chip hip? ip3 Tr(n) = Tg(n) + Ty (n) (6)
— Intra-chip routing delzg: T<(n) is a function of: the routin%
architecture of the FPGAs used, fanout of a connection, length of a

connection, the process technology, and the programming technol-
ogy. The two main components n) are delay due to the

switches in the interconnect path and the parasitics of the wire seg-
ments. The delay due to the switches can be modeled for a particu-
D4 Chip5 Chip6 Thip4 Chips Chip lar programming technology and the number of switchin o]StE(l[(:]gf
b .

(2]

between CLBs In the routing architecture as shown in [
a) ) the anti-fuse technology and single segment routing, the number of
Fig.5 Netweighting scheme. switches between two logic blocks were taken to be 2 and the RC
. . model was formed accordingly in [20]). The total switching delay
weight, minimizing the total wire length would not generalgl min- including the parasitics seen by the wire segments (used by the
imize the number of 1/Os. We therefore introduce a new dynamic net) can be modeled as a lumpéd RC:
net-weighting scheme which minimizes the number of pin-outs. In
our scheme, nets which traverse two adjacent bins but are in twa Ts(n) = RgyuCsw = Rew(Cy+ Cp) (7
different chips €.9. N in Figure 4) must be penalized more than , ; . . . .
nets which traverse two bins in a’single ofgig. N). Thus, our a Rﬁé“é is the equivalent drive resistance or the switching ON resis-
net-wei_?hting scheme is guided by the number of I/O’s a signal t& andcﬁy is the total load capacitance seen by the driver.
needs if the net traverses more than one chip. The nets which art Cg,y consists of the %ate input capacitanCg, , and the parasitic

restricted to one chip, or tisinglechip nets, do not need any I/Os capcitanceC, , of the wire segments us&d to form the intercon-
and thus have a weight equal to 1. nection.C_ d&pends on the process technology used for the wiring

] o ~ segments®and can be computed using_the lumped capacitance
Figure 5a) shows the situation when a net traverses two adja-model and is proportional to wire length. The wire length of a net

cent chips. This net needs at least two I/Os to make the connectiorcan be estimated at the partitioning stage using the half-perimeter

between the two chips. Figure 5b) shows a net which traversesbounding box:

four chips and needs at least six I/Os. For each net topolog _

encountered in a given MFS, integral weights are designe C, = CS(n) +C.§ () ®)

dependin(_:i_on the number of 1/Os the net needs for inter-chip CON-~ JndC. are the capacitances (per unit length) of the vertical

nections. The number of inter-chip connectioit3, is computed : . : ;
; : - afld horizdntal tracks or busses in the routing architecture. Thus (7)
from the number of edges required to connect fhe net by the recti can be expanded as:

linear Ir(’ginimlgmAspannlng t[<ee. The wenghth ofd_t}:}r net, is
W = +K. A constant, K , increases the differences in - + +

whight frém thesinglechip nets. We us& = 2 . We use an effi- Ts(M= (Reufq + RewlCiS (M) +C,§ (M) ©)

cient bit manipulation technique to update the net weights dynam- Inter-chip routing delay: In addition to the delay in the FPGA
ically during annealing. A look-up-table is maintained fo store the chips, a net acquires an additional dela{/lwhen It crosses the chip
weights for each net fopology in'an MFS. At any point during the houndaries. Depending on the type of MFS, MCM or PCB, the
annealing, the new topology of a moved net is determined and themodeling of an interconnect between two chips will differ [18].
corresponding weight is looked up and used to compute the |nterconnect wires on PCBs are usually wider (6060 and
weighted wire Ienght . The summation of the half perimeters of the thicker (30-5Qi'm ) than thin-film MCMs (where the wire width is
nets weighted b%t e dynamic net weight is the total weighted wire in the range of 10-28m  and thickness Ef,'-rﬁ ). Figure 6 shows

length, (as in (2)) for a particular configuration of cass given a generalized model for the interconnect of an inter-chip connec-
by: N tion in an MFS following the macro-model described in ES]. The

L = model consists of a transmitter capacitance, receiver capacitance

W = z (S(n) +§,(n)) Ow,, @ and a transmission line modeling the wire segment in between

= them. The capacitor at the driving end,, , models the output
- . . - capacitance of the driver and the pad capacitance of the chip on the
whereS,(n) andS(n) are the width and height of the minimum S “while the capacitor on the receiving efd, , consists of the
bounding rectangdle of the net, respectively, @pés the weight of input capacitance of the receiver and the pad capacitance of the
netn. receiver. PCB interconnects usually have low resistance per unit

5 Timina Penalt length and thus behave like distributed LC transmission lines
g y (lossless). These lines are generally terminated with a resistor that

matches the characteristic |mpedar%§,to avoid reflections. The

The tlmlnghpenal_ty in the cost function is calculated based on the total resistance of MCM interconnect lines is comparable to the
slacks in the critical paths. A critical path may consist of several characteristic impedance (which depends on the structural proper-
nets. The timing penalty is minimized dynamically during parti- ties of the substrate) and are thus lossy. MCM interconnect lines
tioning. We will first describe the propagation delay model for a are usually unterminated [19]. The inductance of the chip-to-MCM
timing path over muIthIe FPGAs. Based on this model, we will bond is assumed to be negligible which is typical for flip-chip-
define the timing penalty. attached integrated circuits. The line paramd@& andC of the
. . MFS interconnect will depend on the material properties such as
The total delay on a path  over multiple FPGASs is the sum the dielectric constant of the insulatar ( ), the resistivity of the
of the dela_lly ?enerated in‘the configurable logic blocks (CLBS) in metal (p ), the permittivity|i ) of free space and the line geometry
L .

each chip,T, (p) , and the total interconnect delaly, (p) of the wire.
T .(p)=T, (p) +Tx(p) 3) Based on this model, the delay for a chip-to-chip intercon-
pd. - R ) ) nect, T~ , appropriate to the particular MFS is pre-computed. We
Tr(p) is the sum of the constituent net routing dela‘S?(n) , assumé&%hat a net which connects to more than one chip will be
due to thentra-chip andinter-chip connections of the net. connected by the shortest path tree between the chips and we let



Transmitter Receiver

Set of external nets\l
Set of routes for nat
Algorithm Global_Route_for_Pin_Assignment
forall nd Ney
r = generate_a_route( , 0);
R, = R,0r; /* add to the set of routes for net
Calculate overflow on all edges and foﬁg ;

; Set of edges with overfleyy
Transmission Line

*

Fig.6 The inter-chip interconnect structure Main_iteration = 0;
and the circuit used in delay modeling. While (total overflow > 0 OR Main_iteraticn MaxIteration)
) ) foralleO
hipl T Chip2 T Chip3 Update_edge_weigha( );
c e forall e
1 forallnOe
T r = generate_a_route( , Max_improve);
cc R, = R, O ;/* add to the set of routes for net */
Random_interchangMain_iterationE]NeJ );
Increment Main_iteration;
Chip4 Chip5 Chip6 Subroutine Update_edge_weight(edge)
Fig.7  Inter-chip connection delay. if overflow(edge) > 0

weight(edge) =o ;

10, be the number of inter-chip connections a net requires under else . _ )

thi€' assumption. In our MFS modelling, the spacing between the ~ Weight(edge) = length(edge); _
chips in Figure 7 is comprised of inter-chip connections which run Subroutine Random_Interchange(Rand_Iteration)
perpendicularly to the cell edges. Hence, the total inter-chip con- iteration = 0

nection delay for a netis: While (iteration < Rand_iteration)
Ty(n) =10, O Randomly pickanen O N, ;

The total path delay over all nets is: Randomly pick a route OR |~ ;
_ Estimate total overflow witlh  in place of current route( );
Toa(P)= T, (p)

(10)

if (total overflow decreases)
+ Z HHRsWCq + Rsu C, Sc(m) +C S, (M) ]H+10, TN
np

currentroutef ) = ;
updateE, ;
Increment iteration;

The total timing penalty is computed as the sum of the penalties
over all specified critical paths. For each critical timing path, the
and a lower bdgpndp)

he penalty assigned for appiath

the amount the delay deviates from satisfying the bounds.

user supplies an upper boufig, (p)
on the required arrival times. t1'

%Tpd(p) _Tub(p) if Tpd(p) >Tub(p)
P(p) = ETm (p) _Tpd(p) if Tpd(p) <T (P)
U 0 otherwise

The total timing penalty is the sum of the penalties for all the criti-

cal paths specified.
NP
P.= % P
. p=1
6  Pin Assignment

In this section we will describe the second phase of the

ing system. At the end of annealing, the system-level |/ - > v !
placed and each partition contains unplaced logic blocks.carded and the corresponding signals are re-routed using an itera-

been

Following the rectilinear partitioning of the netlist, each of the

Fig.8  Global Routing Algorithm.

nodes which represent pads are excluded from the graph. A capac-
ity is assigned to each edge. The edges which intersect any chip
boundary are assigned a capacity equal to the number of pre-
placed interconnect wires or 1/O slots available on that boundary
within the range of that edge. All internal edges are assigned a
large capacity to encourage the router to use these edges over the
external edges if possible. Initially, the weight of an edge is equal
to the length of the edge.

The global router seeks the shortest possible routes while
minimizing the overflow over available routing resources. The glo-
bal routing algorithm is shown in Figure 8. Initially, the shortest
path routes are found for all external signals. Based on these
routes, the total overflow is calculated. The function

artition- Update_edge_weighs used to update the weights of the edges
'Os have With overflow. Routes which use edges with overflow are dis-

tive rip-up and re-route scheme. The pseudo-code for generating a

artitions (FPGAs) are converted into complete and independentroute for a net is shown in Figure 9.
ayout problems in this phase. Pin assignment is performed on the

chip-level /0 frames so that the chips in the MFS can be intercon-
nected consistently using the pre-wired connections between thepy the
chips and those bétween the chips and system I/Os. This phase iFor eac
mandatory for MFS partitioning in order to make the application jntersection of a chi

complete.” The signals which cross one or more chip

evel I/O’s in a way such that there is no overflow.

Pin assignment is performed based on the final routes given

lobal router for the external signals as shown in Fig.10b.
route obtained for a net, we generate an 1/O pin at each

p boundary and a route segment. Let a net con-

oundariesgisti i iChi i i i
are externalsignals. Given the total number of pin-outs for each sisting of logic blocks i€hipl, Chip2 ChllggandChl 4be routed

Partition, the objective is to assign the external signals to the chip

using the T-shaped route as shown in Fig.10a). I/Ogibsandc
are assigned at each of the intersection points of the route seg-
ments with the chip edges. Riris assigned t€hip3 andChip2,

We employ a graph-based global router in this phase. An pinbis assigned t@hiplandChip2and pinc is assigned t€hip2

example of the global routing graph for an MFS is shown in andChi‘o4.
Fig.10a. A node Is placed at the center of each bin. In order toare likely t

ince the routes follow the grid lines, a group of pins
0 be produced at the same Intersection point if several

route nets which connect pad pins, additional nodes are definecnets share that secﬁment. In such cases, the pins are assigned in the

outside the MFS core as shown. All rectilinearly adjacent node same order on a s ent la )
es. However, to avoicdems are created at the end of the global routing/pin assignment,

pairs inside the core are connected by ed

ared chip boundsrindependent layout prob-

route segments connecting adjacent pads, the edges connecting ttsuch that they can be independently placed and routed.



Set of pins for neh P(n) ; Set of trees for metT (:n)
Subroutine Generate_a_route(neh, Max_improve)

Mak? eacl_?_ node correspondinggin O P (n) atree jand
orm ;
while (|T(n)|>1)

and

Find a shortest cost path  between two nodes,
V.

- [x
v, O '+I'kIZIa{J((er) Q/Tl J* T, 0T(n) and
Merge the trees and path into one fige= T, + T, +p
T(n) =T(n)-T;
if (Max_improve > 0) Improve_route_tree(n)
“MaXx_improve);
return (T (n) );

Subroutine Improve_route_tree(T, Max_improve)
iteration = 0O;
while (iteration < Max_improve)
Selectarandomedged T
Creat% z; Bqtlpl by tracirg  to nodes with degree

Create two tree3; an132

Find the shortest cost
nd v. Dpl_a,ﬂ}

If cost(|c')2 )< costplJ ythenT = T +T,+p, ;
else T=T, +T,+p; ;
Increment iteration;

by removipg  frdm
between two nodes

Fig.9  Subroutine Generate_a_route for a net.

e
Chip3
®

¢hip4

Chip2 | |
o o [ ]

o o . Chipl Chip2 Chip4
a) b)
e Node = ROUte segment
Edge

== Chip boundary m Assigned pin
Fig.10 a) A global route on the graph. b) Pin
assignment based on a route.

7 Results

Our MFS partitioning_systemVIFSE has been developed in C
with an X11 g%ra hics interface. Although the |m|PIementat|on and
formulation of MESP was general, we used MFS structures con-
sisting of Xilinx FPGAs to demonstrate its effectiveness. We used
the MCNC partitioning93 benchmarks which were the ISCAS
benchmark circuits mapped onto the Xilinx 3000 series devices.
The parameters for the five classes of the XC3000 device family
we used in our experiments are shown in Table 1. CLB represents
the number of configurable logic blocks and IOB represents the
number of I/Os in each device. The cost in dollars is normalized to
the smallest device and shown in the last column. The characteris-
tics of the mapped ISCAS circuits are shown in Table 2.

Performance Optimization

We first tested the timing-driven capabilities of the partitioner on
the MCNC benchmark circuits. Multiple FPGA configurations

Table 1 Devices used from Xilinx 3000 series.

Device Type No.] CLB] I1OB Cost ()
XC3020xx-xx 1 64 64 1.00
XC3030xx-xx 2 100 80 1.36
XC3042xx-XX 3 144 96 1.84
XC3064xx-XX 4 224 110 3.15
XC3090xx-XX 5 320 144 4.83

Table 2 XC3000 mapped ISCAS circuits.
10B

Circuits CLBs | #nets | g #pins
€1355xc3 70 115 73 399
€1908xc3 116 191 58 683
€2670xc3 150 361 22l 1006
€3540xc3 283 489 72 1645
c5315xc3 377 699 [ 301 2409
€6288xc3 833 1472 64 3438
c7552xc3 489 921 31B 2924
s1196xc3 143 226 3 850
s1238xc3 158 251 3 934
s1423xc3 112 188 24 647
s5378xc3 381 628 86 2332
$9234xc3 454 716 43 2671

s15850xc3 915 1377] 184 4977
s13207xc3 842 1265 102 5309
s$38584xc3 2901 3884 292 17488

effectiveness of the timing penalty of the partitioner. For each cir-
cuit we first used MFSP to find a partitioning without imposing
any delay bounds. Using the nominal net lengths obtained from
this run, we extracted (in order) themost delay critical primary
mpptéPl) to primary output (PO) pin pairs. (The valuaroivas

limited so as to not' more than double the overall CPU time versus
the case when no delay bounds are imposed. We verified that none
of the non-included pin pairs gave rise to a critical delay at the
conclusion of the partitioning).

We extract the current longest path between these pins. These
constitute the set of critical paths used in our tlmlng Penalty func-
tion described in section 5, and we impose the delay bound on
these paths. Because a particular critical path may not always be
the critical path for a pair of pins, we update the set of critical
paths once every iteration during the course of the annealing based

Table 3 Performance driven partitioning.

Circuits|| #FPGAs ritﬁ#cal N-o (.:onstralr.lts C o.rygtlﬁgints.
used || PI/PO|\Within [Outsidd|Within [Outside
pairs || Spec.| Spec.|| Spec.| Spec.
¢c13551[{2,0,0,0, 100 100 0 100 0
¢19081[{2,0,0,0, 100 53 47 100 0
¢2670][{0,0,4,0, 100 97 3 100 0
¢35401({0,0,3,0, 81 50 31 81 0
¢5315({0,2,2,0, 540 32 508 54Q 0
¢c75521[{0,0,4,0, 450 108 342 450 0
s1196 ([ {0,2,0,0,0} 110 28 82 110 0
s14231({2,0,0,0,0} 40 24 16 40 0
s12381({0,2,0,0,0} 67 46 21 67 0
6288 {0,0,0,G,Oﬁ 81 53 28 81 0
partitioning.

We compared the results with the timing penalty deactivated

using Xilinx devices on a PCB were used to obtain these results.versus the results obtained with the timing penalty activated for

The critical path constraints for MFSP are normally user-specified.
Due to lack of any standard tlmlfng?I
)

benchmarks, we conducted the following experiment to verify the

each circuit. In Table 3 we have shown the number’of paths which

constraints available for these were within specifications and the number of paths which were

outside the specifications in both cases. Column 1 shows the vector



Table 4 Performance driven partitioning.

from Xilinx, apr, which was executed in the default mode. We
present the partitioning results in Table 5. Column 2 shows the dis-
tribution of the Xilinx

evices used in each case. Note the distribu-
Circuits #&r/"g%al Increase In((\:l\r,(iar%se R((lag#cggtn tion of the devices is determined by using the minimum size
pairs nets cut) 9 length) % path)% device which would fit each partition obtained from our program.
We note the total dollar cost of devices used by each circuit in col-
c1355 100 5 3.4 30 umn 3. The average CLB and OB utilizations are listed in col-
c1908 100 22 45 21 umns 4 and 50 respectlvellgl. For all partitions for each circuit, we
<2670 100 3 37 = obtained 100% routable FPGA chips. The total CPU time required
c3540 81 16 1 10 Table 5 MFS partitioning results.
c5315(| 540 8.6 16 30 Cirouts | - Device | Total | _CLB 08
c7552 450 26 12 32 distribution | cost |utilization | utilization
s1196 110 17 3.2 19 c3540 | {0,2,1,0,0}| 4.56 0.84 0.95
s1423 40 23 8.6 125 c5315 | {0,2,2,0,0}] 6.4 0.77 0.92
s1238 67 24 5.6 3 c6882 | {0,0,4,2,0}] 13.66 0.81 0.68
€6288 81 23 2.6 4 c7552 | {0,0,4,00}| 7.36 0.85 0.90
hich is for th b dt  devi d with th s5378 | {0,3,1,0,0}] 5.92 0.86 0.90
which accounts for the number and type of devices used with the
vector index corresponding to the type number in Table 1. Using s9234 | {0,1,3,0,04 6.88 0.85 0.91
our timing penalty function, MFSP successfully partitioned these | s13207 | {0,0,0,2,2}] 15.96 0.81 0.89
circuits satisfying the timing constraints in all cases. As shown in 515850 | {0,0,5,0,1}] 14.03 0.81 0.85
Table 4 in all'the circuits, MFSP achieved a significant reduction 38584 [ 12100071 4941 086 058
in the longest path delay by using the timing penalty function. The S {2,10,0,0, : : :
average reduction was 17%. These results were obtained at the
cost of 17% in nets cut and 5% in wire length on average. Table 6 Cost Comparison with [1].
e==e Upper Bound on Actual Delay NC MESP Cost
. m—m Upper Bound on Constraints Circuits Device Total Device Total [Reduction
No constyaints distribution | cost |distribution | cost (%)
1.3 ' 10 c3540 | {0,0,3,0,0}| 5.52| {0,2,1,0,0} 4.56 17
P c5315 | {2,1,2,0,0}] 7.03] {0,2,2,0,0f 6.4 9
3 3 c6882 | {0,0,4,2,0}| 13.64 {0,0,4,2,0} 13.66 0
% 0g = c7552 | {0,0,4,0,0}| 7.36] {0,0,40,0} 7.3 0
g 08 p e g s5378 [ {0,0,1,0,1}] 6.67] {0,3,1,00] 5.92 1
2 A e s9234| {0,0,0,1,1}] 7.98] {0,1,3,0,0} 6.8 14
k) 06 z s13207| {3,5,4,0,0}] 17.16 {0,0,0,2,2} 15.96 7
s 06 17 3 s15850| {0,0,2,2,1)] 14.80 {0,0,5,0,1f 14.03 5
s38584| {0,5,15,4,1} 51.83 {2,10,0,0,7} 49.41 5
0.4, 2 3 "1 5 0.4 the on the largest circuit s38584 is less than 45 minutes on a DEC

5000. Note this includes the CPU time required for automatic sys-
tem pad placement and the pin assignment stage.

We show the results from [1] in Table 6. Although our
approach does not explicitly minimize the total dollar cost of
We also verified the effectiveness of the performance optimization devices used, we improved the cost by 7.5% on average over NC.
capabilities in MFSP. Since we do not have available a tool which We also compared our cost with the theoretical lower bound of
can determine the actual delays over a multiple-chip combination cost calculated in [1] by an integer programming technique,
on a PCB, we determined the longest path delay for each chiplp_solve Although it may be unrealistic to expect that we can
using the Xilinx tools and summed these to obtain a worst-caseachieve the lower bounds of cost obtained fipmsolvewhich
upper bound on delay. When we ran MFSP on circuit c3540xc3 had no constraints on the terminals or pinouts on a partition nor on
with no critical path constraints, the uHJer bound on the actual the number of nets cut between partitions, on average our approach
delay corresponds to point P in Figure 11. We then ran MFSP fourachieved only 7% higher cost than the theoretical lower bound.
additional times, the first time with the nominal delay bound (cor- Figure 12 compares the costs between the Ip_solve, MFSP and NC
reslpon%|n3 tlo p%lnt S& ar(lg thlezno/redz%%l/ng (odr té%r(}/ttinlrlllg) the f(:r|t|- programs.
cal path delay bounds (by 12%, 0 an 6). Notice from : " .
Figure 11 that the initial application of the delay bounds reduces |._ . HOV\{e\t/eIr, In agd't'oP éOLtBhe dollar _cos_tt, ghe.gvgfggﬁﬂ? tUtII
the upper bound on the actual delay by 5% and then that each stelzation (total number o S In a circuit divided Dy tne tota
of ti ﬁtening the bounds monotonically reduces the upper bound C@Pacity of the FPGAs used) and average I0B utilization (total
yet ?urther, ultimately by 24%. We have therefore shown that a number of 10Bs required by the partitions divided by the total
monotonic tightening of the delay bounds in MFSP corre?onds to m#_ntk)]er f?f I0Bs oA tpfe FPGAs “Sfed) are two |rr|1pc|J:r_tant fzigtors
a monotonic reduction in the upper bound on the actual delay of aWich reflect on the efiectiveness of a partitioner. In Figure 13 we

laced and routed multiole FPGA system compare our average CLB and IOB utilization with the results
p p Y : from NC. For all circuits except s15850, MFSP achieved higher
Cost Comparison

utilization than NC. On average the improvement was 7% in CLB

. ) _utilization. 10B utilization achieved was 7.5% higher than NC on
The only other partitioner for this problem whose results are avail- average. But since all the partitions obtained from MFSP were
able forthis set of benchmarksN§& from North Carolina State hundred percent routable, the additional usage of IOBs is not a dis-
University [1&. This approach minimized the total dollar cost of advantage.
devices used to implement a circuit onto multiple FPGAs. Though .
we do not explicitly minimize the dollar cost of devices used, we 8  Conclusions
used MFSP to partition the nine largest circuits from Table 2 to ) o ]
compare our costs with NC. Each circuit was partitionedrinto We have presented a new multiple FPGA partitioning system. This
FPGAs on an MFS structure. The output of MFSPdscuit. map aﬂproach efficiently and accurately handles timing specifications.
files corresponding to theFPGAs. Each of the FPGAs was The signal path delays are estimated during partitioning using a
placed and routed using the automatic placement and routing toolstiming model which combines all possible delay factors in a sys-

Fig.11 Delay reduction with constraint tighten-
ing on the circuit c3540xc3.
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tem with multiple FPGA-based chips of a target technology. Fur-

thermore, we have incorporated a new dynamic net-welighting

scheme to explicitly minimize the number of chip-level I/Os.
Finally, we have developed a graph-based
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obal router for pin 10

I
assignment which can handle the pre-route& connections of our . .
MFS structure. Using the performance optimization capabilities in [15] J. Lam and J. M. Delosme, “Performance of a New Annealing
our approach we have successfully partitioned these benchmarksSchedule,” inProc. 25th Design Automation Conferent688,

satisfying the critical path constraints and achievin

optimization technique by verifying the timing predictions of our
partitioner with the actual delays obtained after
routing of a partitioned MFS. In comparison to the only other par-
titioning system which was applied to the Xilinx mapped MCNC

benchmarks [1], we produced partitioned results with 7.5% lower

total dollar cost.
In order to overcome the pin limitations in a multiple FPGA

structure, several new interconnect designs for inter-FPGA com-

placement and

| a significant pp. 306-311.
reduction in the longest path delay. An average reduction of 17%

in the longest path delay was achieved at the cost of 5% in total[16] K. Roy and C. Sechen, “A Timin
wire length. We have proved the effectiveness of the performanceMult
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nature of MFSP, makes it very appropriate for application in these o .
erformance prototyping environments. The graph used by [19] C. W. Hoet al, “The Thin-film Module as a High Perfor-

high
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designs with new interconnect wiring designs.
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