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ABSTRACT 
Over the last years, a number of scientific workflow manage-
ment systems (SciWFM) have been brought to a state of 
maturity that should permit their usage in a production-style 
environment. This is especially true for the Life Sciences, but 
SciWFM also attract considerable attention in fields like 
geophysics or climate research. These developments, accom-
panied by the growing availability of analytical tools wrapped 
as (web) services, were driven by a series of very interesting 
promises: End users will be empowered to develop their own 
pipelines; reuse of services will be enhanced by easier integra-
tion into custom workflows; time necessary for developing 
analysis pipelines will decrease; etc. But despite all efforts, 
SciWFM have not yet found widespread acceptance in their 
intended audience. In this paper, we argue that a wider adop-
tion of SciWFM will only be achieved if the focus of research 
and development is shifted from methods for developing and 
running workflows to searching, adapting, and reusing exist-
ing workflows. Only by this shift can SciWFM outreach to the 
mass of domain scientists actually performing scientific anal-
ysis – and with little interest in developing them themselves. 
To this end, SciWFM need to be combined with community-
wide workflow repositories allowing users to find solutions 
for their scientific needs (coded as a workflow). In this vision 
paper, we show how and where such developments have 
already started and highlight new research questions arising. 
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1. INTRODUCTION 
In the last decade, considerable effort has been put into the 
development of scientific workflow management systems. 
These systems primarily aim at supporting domain scientists 
in developing, running, and monitoring data analysis pro-
grams coded as workflows [DGST09]. A variety of systems, 
including Taverna [OGA+05], Kepler [LAB+05], Pegasus 
[DSS+04], VisTrails [SVK+08], and Triana [CGH+06], have 
reached a level of maturity that in principle allows them to be 
used by scientists for their daily needs. The goal of these 
systems is to put away the disadvantages of the state-of-the-art 
in developing scientific analysis, which is implementing 
custom programs, mostly in Perl or similar scripting languag-
es. SciWFM promise (to varying degrees) to enable develop-
ment of analysis pipelines at a higher level of abstraction, to 
take care of logging, provenance management, process con-
trol, recovery, scheduling and parallelization of individual 
tasks, and to increase understandability and sharing of 

workflows. SciWFM also could be a key infrastructure for 
repeatable science [GNT+10]. 
Until now, however, uptake of SciWFM has been limited. A 
search for "scientific workflow management" in Google Scho-
lar lists more than 1,000 papers. However, many of them are 
concerned with research in SciWFM involving Computer 
Scientists, and not with their use by scientists. For instance in 
the Life Sciences, one of the major focuses of papers on 
SciWFM, we are aware of only a few papers that report on 
using a SciWFM for science, many of which were co-
authored by developers of SciWFM systems. Though it might 
be that more users use SciWFM without mentioning it in their 
publications, we believe that it is safe to state that SciWFM 
have not yet reached their intended user group to a satisfying 
level. 
There are many speculations on reasons for this situation. We 
believe that, actually, SciWFM have yet failed to properly 
define and target their intended user group. For a domain 
scientist, today’s systems are much too complex. In the same 
manner as such users don’t want to write Perl scripts or SQL 
queries, they don’t want to model and program analysis 
workflows. Furthermore, for these people a workflow is not 
easier to understand than a program; on the other hand, these 
are exactly the people that have regular and pressing needs for 
performing data analysis on the masses of new data they 
generate daily [AKD10]. The competitors for SciWFM with 
respect to this user group are packed (and potentially com-
mercial) applications (in Transcriptomics, from which we will 
draw our examples in the rest of this papers, this would be 
systems like Chipster or GeneSpring). For a Bioinformatician, 
on the other hand, SciWFM are too cumbersome and inflexi-
ble. These users are mostly interested in developing new 
methods and are usually capable of writing their own analysis 
scripts [HMB07]. Today they can take advantage of the large 
number of freely available libraries (such as BioPerl, BioJava, 
BioSQL, or R) for performing standard tasks, which already 
let them concentrate much more on their problem at hand than 
it was possible 10 years ago. A SciWFM offers them few 
advantages over scripting.  
Furthermore, SciWFM have some inherent properties dimi-
nishing their potential advantages. First, a complex workflow 
composed of dozens of intertwined tasks, in general, is not 
much easier to understand than a well structured program 
performing the same analysis. Second, the ability to seamless-
ly integrate external services often leads to bad performance 
(as large amounts of data need to be passed around in wide-
area networks), turns debugging into a nightmare, and also 
makes workflow execution dependent on the reliability of 
these services. Finally, experiences show that services are 
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easily listed in a repository, but that they do not easily work 
together due to incompatibilities of data types, formats, invo-
cation methods etc. Instead of concentrating on the scientific 
tasks, developers of scientific workflows therefore still have 
to spend a big deal of their time in writing “glue” code 
[RLS+06]. 
These observations call for a fresh view on SciWFM. We 
argue that SciWFM will have a hard time in persuading de-
velopers of new analysis methods to use them (called “power 
users” from now on). At the same time, by focusing exactly 
on this class of people, the SciWFM community ignores the 
much larger group of users that actually could benefit the 
most of SciWFM, i.e., the domain scientists (“true users” 
from now on) [Ste08]. These people do not know how to 
program, and they don’t know how to use a SciWFM to de-
velop a workflow – and they probably never will. However, 
true users are in urgent need for new methods to analyze their 
ever growing flood of data. They are interested in applying 
advanced methods (which they don’t even need to understand) 
on new data to discover new facts in their respective science. 
Essentially, they are searching a solution to a given problem 
instead of aiming at developing a solution themselves. This 
currently bounds them to packaged software, often commer-
cial, which ties them to the vendor / creator and cuts them off 
from using the most recent methods. At the same time, they 
would benefit tremendously from all the runtime-support that 
a SciWFM offers – but the technical obstacles currently are 
too severe for them to be able to take advantage. 
In this paper, we provide a vision on what we believe could be 
the killer application for SciWFM – focusing on true users. 
Essentially, we take a new point-of-view on an existing class 
of systems which would make them attractive for masses of 
new users. We describe use cases that would be possible when 
following our novel point-of-view, show existing develop-
ments in this direction, and describe technical challenges 
arising from our vision. Adequately supporting true users 
requires a couple of things, such as domain-specific reposito-
ries of existing workflows, methods to find workflows solving 
a given analysis problem, and algorithms for comparing dif-
ferent workflows solving the same problem. Taken to the 
extreme, in our vision SciWFM will more and more become a 
largely invisible part of the computational infrastructure of a 
scientist, such as a database or an operating system is, that 
most (true) users do not directly deal with anymore. Instead, 
they simply chose a workflow, provide their data, maybe set 
some parameters, and press the “run” button. All the technol-
ogy for scheduling, monitoring, restarting, service invocation, 
format conversion etc. remains hidden. 
Notably, we do not believe that power users should or will 
stop using SciWFM. These people, though not in numbers, 
will continue to use SciWFM for developing new methods. 
Actually, if the true users would start to use SciWFM more 
often, this could also increase the attractiveness of SciWFM 
for power users, as publishing their workflows in such a sys-
tem would increase the chances for them of being reused. 

2. State-of-the-Art in SciWFM 
This section gives an overview over the state-of-the-art of 
current SciWFM systems. We focus on those concepts that are 
critical for the support of “true users”. For a general review on 
SciWFM see [DGST09]. 

2.1 Workflow Design 
One of the most important claims of SciWFM it to provide an 
environment to ease the design of scientific analysis 
processes. The claim is that by representing these processes at 
a higher level of abstraction, their understandability, reuse and 
modularity would be enhanced [LAB+05]. Along this line, all 
SciWFM are equipped with a GUI in which users may drag 
and drop boxes (tasks) and connect them to describe data or 
control flow which should raise the general level of feeling “it 
is simple”.  
However, while domain scientists usually have an idea of the 
kind of analysis they want to perform on their particular data 
set, they often have no detailed knowledge of which concrete 
tools to use (and the parameters to set) and how to combine 
them into a complete workflow that would execute their inten-
tion. Several proposals have appeared to help in this respect. 
First, repositories of tools and services have emerged, such as 
BioCatalogue listing more than 3,000 web services [BTN+10] 
indexed by keywords and ontology terms. Second, tools have 
been developed that allow automatic translation of abstract 
specifications into concrete workflows [GGW+09; LAG03]. 
However, we have doubts whether such attempts are particu-
larly helpful for the true user. Large repositories are impres-
sive, but searching them is hard. True users are rather over-
strained than supported by the amount of services being of-
fered [DRGS09]. They are often not capable of (or not willing 
to) taking a rational choice. Furthermore, users still have the 
major problem of concretely chaining the tools together to 
solve their problem. On the other hand, systems supporting 
workflow inference require a level of detail in description of 
the available services that may render them inapplicable in 
any larger scenario.  

2.2 Models of Workflows and Workflow 
Runs 
In SciWFM, one has to distinguish between a workflow speci-
fication, given in some kind of modeling language, and the 
concrete workflow runs (or traces), which are series of ex-
ecuted tasks that conform to a workflow specification. Both 
aspects are treated very differently in different systems. 
1. Currently, essentially every SciWFM has their particular 

language for specifying a workflow, equipped with a par-
ticular semantics of how such a specification is inter-
preted as an executable program [MLB+10]. Things get 
even more complicated with systems that allow dynamic 
adaptation of the semantics of a specification; for in-
stance, the Kepler system offers different so-called direc-
tors for orchestrating workflow execution, leading to en-
tirely different execution threads [DKM+05]. 

2. Storing, modeling and searching runs recently have 
become prominent research topics, usually summarized 
under the term “provenance management”. Provenance is 
a key concept for SciWFM since it supports reproducibil-
ity of how results were obtained and helps assessing their 
quality [BCB+08; DF08]. Approaches for managing 
provenance differ greatly in various aspects, such as the 
degree of granularity or the models used for representing 
runs [CBT09; MLA+08]. Further, the concrete relation-
ship between a workflow and its trace varies a lot due to 
the differences in the semantics of workflow specifica-
tions.  
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Figure 1 : One Workflow from myExperiment (W10) composed of 80 processes including 9 inputs and 11 outputs and 
processes of various kinds (e.g., green processes for calls to Web services, purple for local Java code) and including two 

sub-workflows (denoted by larger boxes in light blue and light orange) to enhance modularity and reusability.  

From a user perspective, this heterogeneity is a nuisance. 
Although there are movements towards unifying provenance 
management [MLA+08], the current state-of-the-art is charac-
terized by a high level of heterogeneity between systems, both 
on the trace and on the specification language. As a conse-
quence, a true user has no way of comparing the specifications 
of two workflows from two given systems, nor is it possible to 
port a workflow from a system X to a system Y. Users are 
therefore bound to one specific SciWFM, which severely 

restricts the choice of solutions they could search in theoreti-
cally. 

2.3 Workflow Repositories 
Clearly, our vision of true users searching the solution to their 
problem among existing workflows critically depends on the 
existence of large repositories for workflows supporting po-
werful methods of search and reuse. Some such systems have 
already been developed, offering for the first time to the 
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community a plethora of real examples of scientific 
workflows. The precursor and major project in the Life 
Sciences is myExperiment [DRGS09] 
(http://www.myexperiment.org/), a web-based public reposi-
tory of workflow definitions with the explicit aim to enable 
sharing of those. As of June 2011, more than 1,300 workflows 
are freely available. Most of the workflows in the repository 
are from Taverna, but myExperiment also hosts some 
workflows from other systems. Any scientist can upload 
workflows in my Experiment. The site also supports the typi-
cal Web2.0-style features like registration, group-building, 
and biding / commenting on workflows. myExperiment al-
ready was the subject of user evaluations, though only to a 
limited scale and with no clear results [GDR+08]. 
Systems such as myExperiment are at the basis of our vision, 
but we strongly believe that major features and functionalities 
must be added to be truly useful to end-users. First, the rich 
structure of workflows should be considered as first-class 
citizens in these systems while they are currently considered 
only as binary black boxes with annotations. Second, search-
ing for sub-workflows, searching based on the features of runs 
previously executed, sensible ranking of results, or workflow 
comparison (see Chapter 3 and 4 for details) should be pro-
vided. Currently, searching workflows is only possible by 
keywords; the repository does not offer advanced similarity 
search methods that could, for instance, take the topology of 
workflows into account (e.g. when the user wants to describe 
the sequence of steps to be performed).  
CrowdLabs is another repository launched recently; although 
it is not dedicated to a particular kind of workflow, it currently 
only stores workflows concerned with visualization designed 
using the VisTrails. As for now, its community of users is 
smaller than the community of myExperiment. Kepler sup-
ports the installation of local repositories but offers only basic 
search capabilities (keyword-based search) [B. Ludäscher, 
personal communication]. Commercial systems like Infor-
Sense or Pipeline Pilot also offer this feature. Interestingly, we 
also are not aware of any comprehensive attempts in public 
repository building in the closely related fields of business 
workflows or ETL (see [Alb09; GDR+08]). This probably can 
be attributed to the fact that business workflows (as ETL 
processes) are rarely shared between communities; instead, 
the set of workflows of a company are a major commercial 
asset that is intensively curated and kept secret. Accordingly, 
workflow sharing has not achieved the level of importance as 
in an open domain such as Bioinformatics, where the ex-
change and publication of new methods has a long tradition 
[GS08]. 

3. Supporting True Users 
The current state-of-the-art in SciWFM is largely driven by 
attempts to ease the development and execution of workflows. 
In this paper we argue that it is time to change the focus and 
concentrate on supporting people that do not want to develop 
workflows anew, but that instead are interested in getting their 
data analyzed with as little effort as possible and with the best 

methods that exist, i.e., the “true users”. In this section, we 
describe the kind of problems those people have when they try 
to use a SciWFM for this purpose. The different use cases will 
be broken down to specific technical challenges in the next 
chapter. All use cases we describe are inspired by concrete 
analysis tasks we have encountered in various multidiscipli-
nary Life Science projects. In particular, we will consider one 
main domain of application within the Life Sciences, namely, 
microarray data analysis. For an introduction into this field, 
see, for instance, [CH07; LKMS08]. 
We base our examples on real workflows extracted from 
myExperiment. Table 1 gives an overview over the selected 
workflows (names, main inputs and outputs, number of 
processes composing each workflow, sub-workflows in-
volved, and species analyzed). Note that these workflows, as 
are the underlying analysis problems, are fairly complex and 
far from the toy examples usually discussed in the SciWFM 
literature. For illustration, Figure 1 shows W10 as a screen-
shot from the Taverna workbench. 

3.1 Reusing Existing Workflows 
The fact that the Life Sciences are a field in which new disco-
veries are achieved at an impressive speed does not imply that 
each discovery would have a new method accompanied. 
Instead, new methods are rather rare; once established, they 
are typically used for thousands of cases. For instance, mod-
ern gene microarrays allow measuring the expression levels of 
all transcripts in a given sample at once. This can, for in-
stance, help to find genes behaving particularly under certain 
circumstances. Since the development of this biotechnology 
method in the mid 90ties, it has been applied in hundreds of 
labs world-wide and is an offer of many commercial biotech 
companies. Probably any disease by now has been studied 
using microarrays, and most of them multiple times 
[LKMS08]. The methods used in these experiments are not 
identical due to variations in the chips being used or the ques-
tion being studied, but in general they are highly similar. For a 
given chip type, de-facto standards exist, though they may 
change over time [HSRC08]. 
True users of gene expression data typically focus on produc-
ing large amounts of high-quality experimental data. Having 
the data, they want them to be analyzed using the best possi-
ble methods. Such users would be highly interested in search-
ing a repository of workflows for analyzing microarray data. 
The choice of a particular workflow would be driven by the 
amount of data produced, the concrete chip type that was 
used, and the primary biological question one has in mind. It 
would be the task of the repository to find all workflows 
matching the expressed constraints and rank them according 
to some criteria, such as popularity, reliability or physical 
location of services being used. The user would then simply 
choose one of the matching workflows, provide its input data, 
and click the “run” button. A local SciWFM should take the 
data and download and execute the chosen workflow, tracing 
all steps in a provenance model that may also be uploaded to 
the repository for later reuse (see below). 

SIGMOD Record, June 2011 (Vol. 40, No. 2) 9



Illustration: The workflows of Table 1 are all related to 
microarray data analysis. Some but not all of them are dedi-
cated to Affymetrix data analysis (a given brand of chip, see 
column “Input”). Such workflows may still differ in (1) the 
format expected for the input, conforming to different levels 
of pre-processing of the raw data, (2) the biological question 
they answer and thus the kind of output they provide (path-
ways, gene and/or protein annotations, information about the 
quality of the input data), and (3) the kind of individual ser-
vices they use, which can range from sequences of external 
services to monolithic custom-developed scripts.  
Supporting a user in finding the right workflow for his pur-
pose in this setting requires first to enable her to clearly speci-
fy their needs. This can, for instance, use keyword-based 
searching, specification of type-constraints on input- or out-
put, searching with a rough idea on the types of analysis steps 
performed, etc. We elaborate on these options in Section 4.1 

3.2 Searching and Comparing Workflows 
Having performed an analysis with a concrete workflow X, 
many users will be interested in also trying other pipelines for 
the same task. This can be achieved by either repeating the 
steps described in the previous section, or by letting the sys-
tem search for another workflow that is similar to X. Thus, 
given a concrete workflow X, the repository should be able to 
search and rank workflows that are similar to X. This requires 
similarity measures adapted to the domain of SciWFM: They 
should take into account things such as input and output types 
of individual tasks and of the entire workflow, the individual 
purpose of the tasks involved, and the order in which the tasks 
are to be executed, i.e., the topology of the workflow graph.  
Having selected a similar workflow Y, a user often will be 
interested in comparing X and Y. This, again, should be sup-

ported by the repository. The search algorithm thus must be 
able to not only measure an abstract similarity, but also to 
pinpoint the concrete differences between two workflows, 
which is a problem of workflow alignment. Another interest-
ing functionality is to cluster all workflows resulting from a 
search into groups of highly similar specifications; this would 
enable the user to choose truly different methods for valida-
tion runs instead of repeating again and again an almost iden-
tical workflow. Furthermore, clustering the result space is 
very helpful for giving an overview over the range of solu-
tions contained in a repository. 
Illustration: Let us consider that our user is working on a 
given disease. Using results of microarray experiments, she is 
interested in biological pathways that behave specifically in 
the diseases samples. Suppose she has used W10 for this 
purpose and is now looking for alternatives. Based on the kind 
of input/output she provides and wants to obtain, the SciWFM 
could suggest workflows W40, W142, W19, or W143 as 
possible alternatives.  
A deeper look at the set of workflows S1={W10, W142,W40} 
shows that those workflows are rather similar in terms of 
structure. Figure 1 represents W10 and we have underlined 
(globally) the portions of W10 which are modified in the 
workflows described hereafter. W10 and W142 only differ in 
the genome used but perform the exact same series of steps, 
except one formatting step (M1 is replaced by one alternative 
module) dedicated to the species. W40 differs in the output 
provided (M2 is missing) and performs formatting steps on 
the input in a different way (M3 is replaced by several other 
modules branched in another part of the workflow). As a 
consequence, the (names of the) sub-workflows used vary: 
probeset_to_pathways vs candidate_pathways. Accordingly, 

 
ID Workflow Name Input Output Spe-

cies 
#Pro
c 

Sub-workflows 

W10 Human Microarray 
CEL file to candi-
date pathways  

Affymetrix: .cel file + 
normalisation method 

List of the top differen-
tially expressed genes 
(info on pathways and 
annotations on genes) 

Hu-
man 

80 Get_pathways, 
prob-
set_to_pathways 

W19 Mouse Microarray 
Analysis 

List of Probe sets (from 
Affymetrix microarray) 

Mapped Ids (Kegg, uni-
prot, ensembl) 

Mouse 
 

54 Get_pathways 

W40  Microarray CEL file 
to candidate path-
ways  

Affymetrix: .cel file + 
normalisation method  

Diff.  expressed genes, 
pathways, gene annota-
tion, BioMart report 

Hu-
man 

81 Get_pathways, 
CandidatePath-
ways 

W79 Mapping microar-
rays onto pathways 

sbml  image sbml model 
processes 

unde-
fined 

41 writeSBML 
Extractgene 

W142 Microarray CEL file 
to candidate path-
ways 

Affymetrix: .cel file + 
normalisation method 

Differentially expressed 
genes, pathways, gene 
annotations 

Mouse 81 Get_pathways 
probe-
set_to_pw 

W143 Human Microarray 
Analysis 

List of Probe sets (from 
Affymetrix microarray) 

Mapped IDs (Kegg, uni-
prot, ensembl) 

Hu-
man 

54 Get_pathways 
 

W187 From cDNA Micro-
arrays to Pathways 
and Abstracts 

cDNA Differentially expressed 
genes, pathways, pubmed 
report 

E. coli 73 Search pubmed, 
retrieve abstract 

W174 AffyArrayQuali-
tyAnalysis 

CEL files Quality control scores  unde-
fined 

25 Check_status, 
download_files 

Table 1. Overview over the eight workflows used as example in this paper. A workflow denoted as Wx is 
available at http://www.myexperiment.org/workflows/x.html, where x is the id indicated on Table 1. 

“#Proc” gives the number of individual processes a workflow is composed of. “Sub-workflows” lists those 
workflows that are embedded into the main workflow by name. Names sometimes are abbreviated to save 

space. 
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S1 should form a separate cluster of workflows in the search 
result and S2 = {W19, W143} should form the other cluster. 
Interestingly, all together, workflows from S1 and S2 are also 
both structurally and intentionally very similar. They diverge 
all on the first processes (roughly speaking, M4 is removed is 
replaced by a different suite of modules) because the data 
format is different (list of probe sets vs /cel file). Variation 
between S1 and S2 also occur at the level of modules M5 and 
M6. Thus, in a hierarchical clustering {S1} {S2} may form a 
bigger cluster on a higher level. 
While topological aspects may be important to determine 
workflow similarity, it is not the only feature to be considered. 
W187 is, for instance, close to workflows from S1 and S2 in 
the sense that the input/output of the main tasks (from chip 
data to pathways) are the same. However, it is structurally 
very different. This is also true for W79 that, in contrast to the 
other workflows, invokes complex library functions (that 
remain black boxes to the workflow engine) instead of sepa-
rate services for separate tasks as the other workflows do. This 
renders, for instance, W79 to be structurally very different 
from W142 although the achieved functionalities are very 
similar.  

3.3 Adapting Existing Workflows 
The former two use cases aimed at finding an existing 
workflow for analyzing a dataset produced with an established 
technology. However, sometimes users have more innovative 
datasets whose analysis requires the adaptation of existing 
workflows. For instance, there exist various technological 
variations of gene microarrays. One example are exon arrays, 
where the expression of single exons instead of entire genes is 
measured. Measuring exon arrays is a fairly new technology, 
and no standards for analyzing them have emerged, yet; how-
ever, many steps from gene expression analysis can be direct-
ly reused [ZL10]. 
Illustration: Essentially any of the workflows described in 
Table 1 can be adapted to the analysis of exon arrays, though 
it would require different amounts of work. In any case, the 
first steps (normalization,,mapping probesets to transcripts) 
need to be adapted, while all the downstream analysis (search 
for affected pathways, comparison with literature etc.) can be 
performed in exactly the same way as with classical microar-
ray data. Depending on the workflow, changing the first steps 
can be done in a few minutes or may require more work, 
especially when it has been implemented using custom scripts. 
The smallest number of modification would be necessary for 
W79 which is built completely on packages from Bioconduc-
tor that can work both with gene and exon level measure-
ments.  
Faced with such a novel, yet not very distinct need, a user 
would first perform a search as in the previous examples. 
However, the repository would not be able to find a complete 
match and thus would inform the user that some constraints of 
the search could not be fulfilled, implying that the workflows 
returned only partly match the query. These results can be a 
starting point for the development of a new workflow by 
adapting one of the results. Workflow adaptation should be 
supported by the system, by clearly distinguishing matched 
parts of the query from others, and possibly by also suggest-
ing solutions for the unmatched parts of the query by iterative-
ly performing individual searches on those parts. Similarly, if 
all matches found are too distinct from the original needs, the 

user may chose to pose queries for parts of his intended analy-
sis only. 
Illustration: Consider the case where a user searches for 
workflows taking in genomic sequences from microarray data 
and performing normalization and functional pathway analy-
sis. Though all workflow of S1 are candidates for the second 
part of the requirements, they do not accept sequences as 
input. They would thus have to be adapted by adding new 
tasks that extract sequence information from public databases 
and provide a new kind of input. As a solution for this partial 
requirement, the repository could suggest the sub-workflow 
extractgene of W79; the requirements of the user could thus 
be covered by chaining this sub-workflow with the “down-
stream” parts of any of the workflows from S1. 

3.4 Assembling from Partial Solutions 
If the amount of necessary adaptation exceeds a certain limit, 
the problem slowly becomes more and more similar to that of 
assembling a new workflow from partial solutions. This is the 
most complicated scenario occurring when small subparts of 
the intended analysis are already available in the repository. 
At the same time, this use case is, in the continuum from 
simply reusing a workflow to developing a new workflow, the 
closest to the latter and thus a task that is more typical for 
power users than for true users. One example from transcrip-
tomics is the emerging trend to replace hybridization of 
probes to an array (as used in microarrays) with directly se-
quencing the expressed mRNA. A comprehensive analysis 
pipeline for such data could take building blocks from various 
existing workflows (sample preparation, data normalization, 
sequence-to-genome mapping, sequence assembly, copy 
number detection etc.), but the changes to a microarray 
workflow are so severe that the assembly would feel much 
like developing a new workflow. 
An intelligent repository also can be of great help in this case. 
For instance, the assembly can be supported by checking 
format and type compatibility of the different parts, by sug-
gesting glue-code for performing necessary data transforma-
tions, or by rewriting workflows into equivalent ones by 
identifying and removing redundant parts stemming from 
merging semantically overlapping workflows. 

3.5 Exploiting Information about Runs 
In many of the tasks described above, users may exploit in-
formation about runs of workflows that have been executed by 
others or by themselves and that are stored in the repository. 
First, this may allow users to find workflows that have been 
used on very similar data (e.g., gene expression from the same 
tissue or species). It may also be used to point a user to 
workflows used on data similar to their own input. For in-
stance, some tasks may perform better or worse when used 
with eukaryote or prokaryote data, two families of species that 
are evolutionary very distant. Additionally, accessing previous 
runs may help to avoid rerunning subparts of workflows that 
have been run with the same data and parameters already. 
Such repetitions are common place in bioinformatics; howev-
er, supporting them would also require storing the results of 
workflow tasks. 
Illustration: Consider that our user is looking for a workflow 
for analyzing microarray data from human Liver cells. This 
user would be highly interested to know on which tissue types 
the workflows meant for human data (W10, W40 and W143) 
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have been run in the past, and how confident the users of these 
pipelines were with the results.  
Another common scenario in bioinformatics is the repeated 
running of the same workflow on the same data, only applying 
small changes to some parameters. Even small variations 
often lead to very different final outputs. For example, the set 
of differentially expressed genes of the same microarray will 
not be the same if the search is performed with different thre-
sholds for deciding which genes are considered as “differen-
tially expressed”. In this setting, users often would like to 
know why the results of two runs are different in the sense 
that they would like to see the point in the analysis where the 
intermediate results started to deviate. Finding this point can 
be achieved by comparing both traces. Such information is 
crucial to choose between two conflicting results or to assess 
the quality of outputs. 

4. Research Directions 
The use cases presented in the previous chapter can be broken 
down to a number of technical problems which need to be 
solved to make such modes of usage possible, i.e., to better 
support true users. In this chapter, we list those technical 
problems, discuss existing pieces of work targeting their 
solution, and point to open problems and novel research direc-
tions. 

4.1 Describing what Users Search 
Allowing users to express what they search is a key functio-
nality of workflow repositories. Clearly, true users will not be 
experts in any query language and should be able to express 
their request as easily as possible. It would be highly advanta-
geous if such queries, even if expressed verbosely in first 
place, would internally be rewritten into a formal query lan-
guage; power users may be able to query the repository direct-
ly using it. Accordingly, we believe that a continuum of speci-
fication languages should be provided depending on the level 
of expertise in the user and the clearness of the requirements.  
At one end of the spectrum are simple keyword queries that 
search a textual description of a workflow. Users describe 
their data and intended analysis by a set of keywords that are 
matched against the workflows, i.e., their documentation, 
metadata, data types, task names etc. This is the only type of 
search supported in current systems [OGA+05]. An improve-
ment to this flat style of queries is to apply keyword searches 
on different levels of abstraction of a workflow, as recently 
proposed in [LSC10]; however, finding the right level of 
abstraction is a non trivial task in the complex and nested 
workflows typically used in science. On the other end of the 
spectrum, repositories should support full-fledged query 
languages encompassing predicates for searching IO-types of 
tasks, the topology of a workflow, keywords in the descrip-
tions of tasks or the entire workflow, etc. A number of pro-
posals in this direction have recently been put forward which 
we discuss in Section 4.2. 
Largely unexplored are solutions in between. For instance, 
true users often know the type and format of data they provide 
(like Affymetrix GeneChip raw measurements, file format: 
CEL) and the type of data they expect as output (list of diffe-
rentially expressed genes). Accordingly, they should be able 
to specify such parameters as constraints for a search, while 
the “intermediate” bits remain unspecified or only vaguely 
described. Often, true users also have a coarse-grained picture 

of the analysis they want to perform (like: “Data should be 
normalized, then aggregated by sample group, then analyzed 
for differential expression using a statistical test with a mul-
tiple testing correction”). The topology of the workflow can 
be (partly) given in such descriptions. Accordingly, queries 
should be augmentable with partial (high level) representa-
tions of the intended analysis. We call this a workflow sketch: 
representing some abstract tasks to be considered, their order, 
or even giving hard constraints for some tasks. Works con-
ducted on the correspondence between abstract and concrete 
workflow specifications (e.g., [GGW+09; LAG03]; also see 
Section 2.1) may provide some hints into this direction; how-
ever, their overall intention is quite different from our vision. 
Another interesting starting point could be visual query lan-
guages [CM90; HS08]. Furthermore, a user should be able to 
express preferences about the kind of tools to be considered 
and the data sources to be used which could use techniques as 
those described in [BFL+04]. 

4.2 Searching Workflow Specifications 
4.2.1 Searching with Workflow Sketches  
While models for workflow sketches and their translation into 
a formal query are (to our knowledge) problems that have not 
been tackled before, there exist several works on query lan-
guages for workflow specifications. Most existing approaches 
were developed for business workflows, such as the Business 
Process Query Language (BPQL), BPMN-Q [AS10] or BP-
QL [BEKM08]. Such approaches usually retrieve workflows 
based on the types of inputs and outputs of tasks. BP-QL 
[BEKM08] also allows the definition of flow patterns in the 
query while BPMN-Q enables predicates on the topology of a 
business workflow. Whether or not these approaches also are 
applicable to SciWFM is an open question. 
However, none of the existing approaches allow users to 
express arbitrary constraints on the graph structure of the 
workflow, for instance to explicitly search for loops or 
branches. Additionally, all apply strict matching techniques 
and cannot rank results by similarity. Furthermore, searching 
heterogeneous workflows (workflows defined in different 
languages) is a seemingly unexplored area, though heteroge-
neous repositories already are a reality (such as myExperi-
ment). Essentially, languages should be able to support arbi-
trary combinations of syntactic and semantic predicates and 
should be able to either apply strict or approximate matching. 

4.2.2 Searching Similar Workflows 
In the previous section, we described methods to search a 
workflow having only a rough idea about what it should do. 
But, as described in Section 3.2, it is also very interesting to 
search workflows similar to a concrete other workflow. How-
ever, if the specification language allows forming arbitrary 
graphs (especially containing loops) already searching only 
topological identical subgraphs is equivalent to the NP-
complete subgraph isomorphism problem. However, it is not 
yet clear whether scientific workflow graphs really are arbi-
trary graphs, i.e., whether the description of scientific analysis 
pipelines really needs all possible ways to connect tasks. 
Interestingly, some workflow languages lead to graph struc-
tures that have a certain form, the most important example of 
which are series-parallel graphs (SP). [ZCBD+09] showed 
that the problem of matching SP graphs can be solved in 
polynomial time, which opens the door to a new class of 
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efficient matching and ranking algorithms. Finding a similar 
characterization for other workflow languages is an open and 
important problem. 
Finding similar workflows is directly associated to finding a 
proper similarity measure for workflows. Similarity measures 
for workflows should consider syntactic and semantic aspects, 
i.e., both the graph structure and the nature of the individual 
tasks (including names, input and output types, etc.). Propos-
als for the first problem are scarce. [GCB08] described a 
graph matching approach to match behavioral descriptions of 
services, but their method does not scale to large repositories 
and does not provide approximate matching. Other approach-
es exist in the graph search community but have not yet been 
applied to scientific workflows [HS08]. Ideally, when com-
paring structures, a rich set of edit operations (e.g., 
add/remove/replace a flow or a task) should be considered and 
weighted individually. Such weights could be derived from 
levels of confidence in tools assigned by a user or by experts. 
This allows distinguishing workflows logically performing the 
same tasks but using tools of various levels of reliability. 
From the semantic point of view, the similarity measure may 
exploit the fact that data types (at least in the life sciences 
where an increasing number of tools have their input/output 
described through ontologies) are readily organized into hie-
rarchies. Approaches from the data mining community (e.g., 
[CBGZ06] considering distances between terms within a 
hierarchy for matching may be used in this context. 
There is also ongoing work tackling the similarity of 
workflows from a radically different point of view. In these 
works, workflows are modeled as Petri Nets and are compared 
by their behavior under all possible inputs [RFL06]. Whether 
or not such methods are applicable for scientific workflows is 
not yet clear. 

4.2.3 Searching Sub-workflows 
The former methods always compare two workflows entirely. 
But sometimes it is also interesting to find a workflow which 
contains a sub-workflow that matches best to a sub-workflow 
of the query (also called local alignment instead of global 
alignment). To our knowledge, this problem has not been 
addressed for workflows so far. Methods can be inspired from 
previous work on local alignment of strings [Gus97] and, 
more interestingly, on schema matching in XML [ADMR05]. 
Approaches like BP-QL work on BPEL specifications 
represented as XML documents [BEKM08] but always con-
sider the entire workflow and only perform exact searching. 

4.2.4 Clustering Workflows 
In large repositories, users could benefit greatly from an intui-
tive structuring of potentially large result lists. Apart from 
ranking according to the quality of a match, results should 
also be grouped into clusters of similar workflows. Depending 
on the similarity measure, workflows can be clustered such 
that each workflow in a cluster essentially solves the same 
type of problem but uses a different approach. Such a cluster-
ing can also help in browsing by automatically structuring the 
space of available workflows.  
The technical challenge here is probably less novel than for 
the other problems we describe; however, we are not aware of 
any existing work in this direction. Finding a proper similarity 
measure is, again, the central problem. Furthermore, the clus-
tering should be able to differentiate between hard constraints 

(like data types to work on, expected result) and soft con-
straints (like concrete implementation of a particular task, 
topology of the data flow). Techniques for clustering database 
schemas [SMH+10] or structured interfaces [WYDM04] may 
provide hints for this problem.  

4.2.5 Interactive Search 
A particularly important feature would be to provide an inter-
active search interface. Users being presented a list of match-
ing workflows probably have a hard time to decide which one 
to choose. Any support given by the system would be of great 
help [RSC09]. For instance, the repository could cluster 
search results (see Section 4.2.4), then choose one representa-
tive per cluster (e.g. the medoid workflow), and finally let the 
user chose between those representatives. This approach can 
be applied recursively, allowing for an iterative query refine-
ment. For instance, Stoyanovich et al. recently showed how 
data mining techniques can be used to cluster workflows 
based on the keywords appearing in the workflows description 
[STD10]. On the same line, users could be supported by 
selecting discriminative properties from similar workflows 
(like the particular tools used for the same task) and present-
ing them as binary choices to the user. Such choices could be 
augmented with techniques from collaborative filtering (users 
who have used this tool have then used this other tool 
[SK09]). Finally, the whole range of techniques developed for 
incorporating user feedback into a search should be consi-
dered [GF04]. 

4.3 Searching Workflow Runs 
This subsection provides technical foundations to the needs 
presented in section 3.5 in which information about the execu-
tions of workflows (the runs) need to be exploited. 

4.3.1 Comparing Runs to find Points-of-Deviation 
Understanding why one workflow execution resulted in a 
different output than the execution of a similar or even iden-
tical workflow on the same data requires finding the point-in-
time where the two runs have diverged. If the runs come from 
completely different workflows, the problem is similar to 
comparing two specifications (see Section 4.2). But when the 
two runs obey the same workflow specification then an algo-
rithm may exploit the known common points to guide the 
placement of edit operations for aligning the runs. This is, or 
instance, exploited in the PDiffview system [ZCBD+09]. 
However, it will also occur that the runs come from different 
yet highly similar workflows (where one was created by 
substituting selected tasks performing the same logical opera-
tion), in which case a hybrid approach must be followed. This 
problem has, to our knowledge, not yet been tackled.  

4.3.2 Querying Workflow Provenance 
Recently, several approaches for querying workflow runs 
have emerged. Projects on querying provenance ([KSB10; 
MPB10]) are directly tailored to a specific workflow system 
(Kepler and Taverna, respectively). A major drawback of 
these approaches is that they do not consider similar traces. In 
the provenance community, other interesting approaches have 
been suggested [KIT10], but these are only considering data 
provenance. Whether or not these can be extended to work on 
workflow provenance graphs is an open issue. 
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4.4 Provenance for Workflow Specifica-
tions 
Scientific experiments are by nature iterative, i.e., they often 
consist of various trials to refine the methodology. This fact 
also holds for scientific workflows, which often are refined, 
improved, extended etc. after their first usages. Knowing the 
evolution of a given workflow specification allows to under-
stand the various hypotheses that the developer has tried to 
check. VisTrails [SVK+08] represents a workflow and its 
various trial-and-error steps in a tree in which each node is 
one state of a given workflow, i.e., they construct a phylogeny 
of workflow specifications. A survey on such topics can be 
found in [DR09].  

4.5 Workflow Environment 
Having chosen a workflow suitable for his needs, any true 
user would like to be able to run it as easily as possible. Hav-
ing a workflow server attached to the repository taking in the 
data is possible but we believe that such an approach would 
fail in practice, as scientists may not be willing to give their 
data out of hand. Instead, it should be possible to download 
and run a chosen workflow locally. Such an approach raises 
several issues that have not yet been addressed properly.  
First, the workflow system of choice must be installed locally. 
Second, all services to be performed in the workflow must be 
installed locally or accessible from the local machine. If tasks 
used web services, accessibility is less of an issue, but web 
services are inappropriate if large quantities of data need to be 
analyzed. Currently, in all other cases the local and tedious 
installation of further software is required. But ideally, a local 
workflow system running a given specification should auto-
matically download and install all tools and data sets required. 
To this end, SciWFM need to be equipped with mechanisms 
for the dynamic downloading and installation of packages. 
This has not yet been addressed properly in the SciWFM 
community, though several solutions exist in other areas (see 
http://www.osgi.org/). 

5. Conclusions  
In this paper, we argued that future development in SciWFM 
should concentrate on the large class of user of analysis pipe-
lines instead of the small class of people developing such 
pipelines. The core of our argument is that SciWFM in fact do 
not offer much advantage to developers when compared to 
scripting languages or programming environments such as R, 
especially when analysis pipelines get complicated (as it tends 
to be the case in bioinformatics). In contrast, an intuitive 
representation of existing analysis workflows combined with 
powerful methods of searching, adapting, and running them (a 
repository) would unravel the full potential of SciWFM – not 
to be used only as a design tool, but also and most importantly 
as a repository of solutions and, potentially, even as an envi-
ronment of their executions. We described use cases that 
emerge from this viewpoint and derived a number of technical 
challenges that need to be addressed to develop comprehen-
sive solutions.  
Please note that, most of the additional functionality we have 
described can be very useful to power users too. Comparing 
and clustering workflows will allow highlighting two very 
important features of workflows: (i) their decomposition in 
main steps and (ii) their hierarchical structure. When a new 

workflow has to be designed, power users may thus save time 
by focusing only on the new step(s) they would have to add to 
an existing workflow instead of having to develop a complete 
pipeline from scratch. Another advantage for power users are 
the methods to study runs; comparing workflow runs may 
help power users better understand why an expected output 
has not been produced. 
We are not the first to advocate such a movement; some iso-
lated ideas and specific aspects have been described before 
[DRGS09; GDR+08]. However, we are the first to give the 
complete picture of the potential of a scientific workflows 
repository accompanied by a break-down of use cases into 
technical questions and a summary on algorithms, models and 
tools that already exist. 
There are also a number of social issues that back-up our 
vision.  
 We believe that the existence of such repositories would 

increase the pressure on scientific publishers to start de-
manding authors to submit their programs together with 
their findings – in the form of workflows [SBW+09]. En-
forcement of co-submitting data with papers already is 
common-place in some areas (especially sequences and 
microarrays) and in active discussion for several other 
types of information [CCLS08; SG07]. Note that even 
depositing runs is not unrealistic, as these are the ulti-
mate proof of what was done; for instance, the large 
DNA sequence repositories since long allow accompany-
ing sequences with the so-called traces which are the 
primary output generated from a sequencing machine. 
Only these traces allow fully judging of the quality of the 
sequences. 

 As briefly stated in the introduction, a comprehensive 
repository also is a strong incentive for developers to 
properly structure and describe their solutions. This in-
creases their visibility and, combined with typical meas-
ures of such libraries as number of visits, number of de-
rived workflows, number of associated results, user rat-
ings etc., also raises reputation of the authors [DRGS09]. 
This, in turn, requires that workflows get citable, for in-
stance by attaching DOI’s to workflows in a repository.  

In essence, we advocate to share and re-use workflows. Clear-
ly, sharing programs is not a new idea. However, it is proba-
bly safe to say this idea does not work well when targeting 
arbitrary software artifacts, despite decades of research in 
software engineering on modularization, software repositories, 
component-based software etc. At the same time, there are 
many examples where it does work perfectly, especially when 
the domain of the programs to share is small. Prominent ex-
amples in the Life Sciences are the Open Bio* libraries which 
are used in many projects (biojava, biosql, bioperl, etc.). 
Another example is the statistical programming environment 
R – today, it is a de-facto standard that new analysis methods 
are published as R code and that they are integrated in pro-
gramming libraries such as BioConductor [GCB+04] which in 
turn are used around the world. Similarly, a workflow reposi-
tory like those we envision must be domain specific.  
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