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Most research in computational vision
has concentrated on efforts to recover
three-dimensional (3D) metric structure
from images. This may be because re-
search communities are influenced by
fashion. Our views about the architec-
ture of an intelligent system possessing
perception, that is, its components and
their relationships, are influenced by the
current dominant views regarding intel-
ligence, the mind, and brain. One view
about the brain, which has been and still
is widely held by neurologists, assumes
that there is a separation between the
“two causally linked faculties of seeing
and understanding, the former a passive
and the latter an active process” [Zeki
1993]. As a consequence of this view,
computational vision is commonly treated
as a discipline whose goal is the recovery
of metric descriptions of the scene that
can be utilized for reasoning.

After considerable effort and many
theoretical results about scene recovery,
computational vision is now moving into
a relatively mature stage. It is now well
understood that when we make assump-
tions about the scene, that is, impose
specific models on the visible world, re-
covery of the model is usually possible
provided the assumptions actually hoI d.
For simple models of the geometry and
the physical properties of the scene, we
already have working systems that are
finding their way into industry. But de-
veloping vision systems for particular en-
vironm ents, although useful, does not

./.

illuminate basic questions regarding the
process of vision.

Perhaps the most important lesson
learned from all the research on compu-
tational vision has been the realization
that recovery of a complete metric de-
scription of extrapersonal space from
images is very difficult. This, along
with recent results in neurobiology and
technological advances that allow us to
“look at” brains “seeing” and “thinking”

[Posner and Raichle 1994] is slowly
changing our view albout the architecture
of vision. The view of neurologists is that
“it is no longer possible to separate the
process of seeing from that of under-
standing” [Zeki 1993]. An emerging
theme is that an intelligent system with
vision may create several representa-
tions of its spatiotemporal environment
that it can use to accomplish particular
tasks.

Clearly, these representations can be
less intricate than metric descriptions;
they may even be “qualitative” rather
than quantitative. The understanding of
these representations, their robust ex-
traction in real time, their placement into
memory, and the creation of an indexing
mechanism based on them are funda-
mental research questions. Further
thought about the nature of these repre-
sentations leads to the conclusion that
the tasks in which the system will use
them are a major factor in their defini-
tion. The purpose of a visual computation
determines to a large extent the nature
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of the representations involved in it
[Aloimonis 1993]. It would, however, be
of little use to develop a different repre-
sentation for every single task. Luckily,
many visual tasks, involving navigation
or manipulation, share various environ-
mental invariance.

If R( x, y) is the range to every point in
the scene measured from the eye and
indexed in retinal coordinates (a metric
description), we may call f(R( x, y)) a
qualitative description if f is some func-
tion that is not known exactly. Clearly,
we do not have much freedom in choos-
ing the function f; it will be determined
by the geometry and physics of the par-

ticular problem we are addressing.
Action, the ultimate goal of the computa-
tion, can also provide constraints on f.
Knowledge of general facts about and
properties of f might be enough to allow
the map f(R( x, y)) to be used to accom-
plish certain tasks. We might know the
general behavior of f as regards singu-
larities, monotonicity, and so on. For ex-
ample, if f is a monotonic function of R,
then its values can be used to order the
range values and create an ordinal depth
map. For a stereo system, without com-
plete knowledge of its extrinsic parame-
ters, we can develop a function of range
of the form f(R) = a/R + b, around the
fixation point, which allows the creation
of an ordinal depth map [Fermuller and
Aloimonos 1995a].

The models of space that we use in our
heads are probably too complex for us to
determine. We can, however, come close
to them by developing a large set of qual-
itative descriptions. Thus an interesting
and feasible research program would be
to redo all the computer vision we have
learned—this time using more sophisti-
cated models of the image-formation pro-
cess and no specific assumptions about
the scene in view—and search for useful
functions f of the distance from the eye
to the world.

These ideas fit well with provisional
models of vision and space such as Feld-
man’s [1985] “four frames” model. In the
retinotopic frame, information is ex-
tracted about the gradients of the spatio-

temporal image in many directions. Then,
through a process of matching patterns
of local measurements as in Fermiiller
and Aloimonos [ 1995 b], the system could
develop a number of representations of
space-time associated with each view.
These representations could be used in
the stable feature frame to stabilize the
image and build a stable frame through a
process like mosaicing, but with the
matching taking place not at the retinal
level but at the levels of the representa-
tions. Also, the representations associ-
ated with a view could be used to index
into memory. Space could then in princi-
ple be represented as a collection of views
[Rosenfeld 1987; Poggio and Edelman
1990; Unman and Basri 1991] along with

their associated representations. These
might range from pure 2D representa-
tions (images) to pure 3D representa-
tions. Mumford’s 2. lD sketch [1990] is an

example of such a representation. Other
examples include hazard maps, ordinal
maps, and maps containing affine or pro-
jective structure.

In spite of all the work in this field,
“we really have no clear idea how we see
anything. This fact is usually concealed
from students. . . Surely after all that
careful work and after all those elaborate
arguments it would be bad form to sug-

gest that we still lack any clear scientific
understanding of the process of vision.
And yet, by the standards of the exact
sciences (such as physics, chemistry, and
molecular biology), we do not yet know,
even in outline, how our brains produce
the vivid visual awareness that we take
so much for granted .“ [Crick 1994]. We
expect that the study of qualitative rep-
resentations of visual space will con-
tribute significantly to our understand-
ing of perception.
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