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In what has become a landmark paper,
McCarthy and Hayes [1969] observed
that an effective Al program must deal
with both epistemological and heuristic
difficulties. The epistemological problems
arise from the fact that the program must
be adequate in theory: it must be able to
solve problems given access to arbitrarily
large computational resources. The
heuristic difficulties stem from the fact
that such resources never exist in prac-
tice; the program must, in fact, be able to
solve problems given the computing
power that is actually available. In terms
somewhat more specific to Al, McCarthy
and Hayes defined epistemological ade-
quacy as the ability of a program to rep-
resent knowledge about the world and
recognize valid chains of inferences
drawn using this knowledge. Heuristic
adequacy was defined as the ability actu-
ally to generate useful conclusions from
input data. Continuing to refine these
notions, McCarthy in 1977 wrote:

The epistemological part of Al
studies what kinds of facts about
the world are available to an ob-
server with given opportunities to
observe, how these facts can be
represented in the memory of a
computer, and what rules permit
legitimate conclusions to be drawn
from these facts. It leaves aside
the heuristic problems of how to
search spaces of possibilities and
how to match patterns. [p. 1038]

In both papers, McCarthy and Hayes

go on to suggest that it is the epistemo-
logical problems that should be the focus
of Al research. The argument, roughly
speaking, is that epistemological issues
are a separable subproblem whose solu-
tion will underlie subsequent work on
heuristics and other practical techniques.
This overall approach has driven much of
the work on nonmonotonic reasoning’
and other areas of knowledge representa-
tion since the mid-1970s.

The view I would like to defend in this
short article is that McCarthy and Hayes
are exactly wrong: epistemological and
heuristic adequacy are not separable, and
any attempt to solve either in isolation
from the other is doomed to failure. This
view is supported by an examination of
both AT’s recent successes and its rela-
tive failures.

Progress in Satisfiability and Constraint
Satisfaction

One primary lesson of Al research over
the past decade is that virtually every
interesting Al problem is NP-complete or
worse. This is clearly true of search pro-

! Nonmonotonic reasoning is the study of inference
methods where the set of conclusions grows non-
monotonically with the set of assumptions. The
standard example involves the fact that a bird
Tweety will generally be concluded to fly. The as-
sumption set gets larger is we add the fact that
Tweety is an ostrich, but the set of conclusions
presumably gets smaller because our belief that
Tweety can fly will be retracted.
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grams such as those that play games or
prove theorems, and has also proven true
of natural language and vision work—re-
cognizing objects in a scene involves un-
derstanding the scene as a whole and
what it is likely to contain, and process-
ing a sentence involves both search and
broad domain knowledge. A somewhat
introspective example of Lenat’s involves
using context to distinguish the utter-
ance, “It’s very hard to wreck a nice
beach” from, “It’s very hard to recognize
speech.”

AT’s fundamental dependence on NP-
complete problems implies that the
heuristic concerns involved in solving
these problems are central to the Al en-
terprise as a whole. Furthermore, the
subfield of Al that focuses on the solution
of NP-complete problems (satisfiability
and constraint satisfaction) is arguably
the subfield that has seen the most
progress in the last decade. There has
been a host of new theoretical techniques
introduced: Harvey’s limited discrepancy
search, Selman’s GsaT family of algo-
rithms, and my own dynamic backtrack-
ing are a few examples.

Experimental work has gone hand in
hand with these theoretical advances. In-
deed, algorithmic suggestions are no
longer viewed as viable unless there is
significant experimental evidence that
they actually work. Where early Al ex-
perimental work involved tens or per-
haps hundreds of problem instances with
search spaces of size 2%, modern work
involves thousands to hundreds of thou-
sands of problem instances of size 21%° to
22090 The observed performance of Al
systems is improving rapidly, and the
algorithmic work mentioned in the previ-
ous paragraph is almost entirely an
outgrowth of insights gleaned from ex-
perimentation. It is a search for heuristic
as opposed to epistemological adequacy
that 1s driving progress.

The Relative Lack of Progress in
Nonmonotonic Reasoning

Finally, I would like to consider one of
AT's more disappointing research pro-
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grams, the relative lack of progress in
nonmonotonic reasoning work. Most of
the work on nonmonotonicity over the
past decade has focused on two specific
toy problems: inheritance hierarchies and
reasoning about action. Progress has been
spotty, and many epistemological prob-
lems remain.

This theoretical work fails to address
the original motivation for the introduc-
tion of nonmonotonic reasoning into Al
Nonmonotonic capabilities were sup-
posed to make inference systems faster
by allowing these systems to jump to
reasonable conclusions quickly. In addi-
tion to the epistemological problems they
have introduced, however, the computa-
tional properties of all proposed non-
monotonic reasoning schemes are far
worse than those of their monotonic pre-
decessors.

The problem seems to be that the space
of possible nonmonotonic reasoning sys-
tems is immense. There surely exists
some formalization that has attractive
epistemological and heuristic properties,
but we are not making much progress in
finding it. A focus on (or even an interest
in) the heuristic properties of new non-
monotonic theories would prune the
search space immensely.

Summary

AT's conventional wisdom has been
that epistemological problems should
be solved first, to be followed by work
on heuristically adequate implementa-
tions—the epistemological work informs
the heuristic research.

In actuality, each element informs the
other. AT’s need for heuristic adequacy
has strong epistemological consequences.
The epistemological problems we are
tackling are not greatly different from
those with which philosophers have
grappled for a millennium; our new per-
spective and insights are a consequence
only of our inevitable focus on compu-
tation. The artificial intelligence com-
munity as a whole would benefit from
recognizing this, and changing our com-
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mon perspective to embrace the heuristic
concerns that make our discipline unique.
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