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Abstract 

This paper presents performance comparison 
among five strategies for mobile support. The ma- 
jor facilities that are required for a network pro- 
tocol to support mobile hosts are location manage- 
ment and packet forwarding. Based on this observa- 
tion, we consider five basic strategies which use dis- 
tinct methods to achieve these facilities and compare 
their performance. These five strategies are Broad- 
cast Kotification (BN), Broadcast Forwarding (BF), 
Broadcast Query (BQ), Default Forwarding (DF), 
and Default Query (DQ). As a result of analyti- 
cal evaluation and comparison, it is shown that un- 
der different network conditions, such as number of 
routers, network topology, migration/communication 
ratio, data/control packet size ratio, different strate- 
gies produce minimum network traffic. In short, DF 
and DQ show the best performance in scalability, 
while BF and BQ are efficient for frequent migration. 
On the other hand, BN is suitable for a small network 
which has hosts with rare migration. 

1 Introduction 

In order to realize mobile communication in com- 
puter networks, two kinds of transparency are re- 
quired: operational transparency and performance 
transpanzncy [6]. The operational transparency means 
that mobile users can continuously access to network 
services without being forced to operate any additional 
procedures during or after their migration. The per- 
formance transparency, on the other hand, means that 
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mobile users can use the network services with simi- 
lar performance to the performance they can experi- 
ence when they use the services from a fixed location. 
Focusing on the operational transparency, a number 
of mobile host protocols have been proposed [l], [3], 
[5], [7], [8], [9], [lo], [ll], whereas performance trans- 
parency has not yet been fully discussed. 

Performance transparency can be achieved through 
efficient use of network resources such as network 
bandwidth. Notice that there are two basic functions 
that are essential to mobility support: location man- 
agement and packet forwarding. The efficient use of 
network bandwidth is significantly affected by these 
functions, since control packet to exchange the lo- 
cation information and data packet routed via non- 
optimal path produce large traffic. Hence, perfor- 
mance evaluation can be investigated through the ob- 
servation on the network traffic produced by these two 
functions. 

We can consider several distinct strategies based on 
how to implement these functions. For example, one 
possible solution for location management is that the 
router sends a notification packet to all other routers 
when’the router detects a new mobile host. Another 
possible solution is that the router sends the packet 
to a particular router insted of all routers. Conse- 
quently, we have five basic strategies for mobile sup- 
port: Broadcast Notification (BN), Broadcast For- 
warding (BF), Broadcast Query (BQ), Default For- 
warding (DF) and Default Query (DQ). Although the 
existing proposals have difference in details, they can 
be categorized into these basic strategies. Unlike the 
approach in [S] which compares mobile host protocols 
directly, we compare these basic strategies. Therefore, 
the fundamental characteristics concerning the perfor- 
mance can be observed more clearly. 

As a result of analytical evaluation and compari- 
son, it is shown that under different network condi- 
tions, such as number of routers, network topology, 
migration/communication ratio, data/control packet 
size ratio, different strategies produce minimum net- 
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move 10 host 1 

Figure 1: Example of network configuration. 

work traffic. In short, DF and DQ show the best 
performance in scalability, while BF and BQ are ef- 
ficient for frequent migration. On the other hand, BN 
is suitable for a small network which has hosts with 
rare migration. 

In section 2, the network model and the five strate- 
gies are briefly described. In section 3, we first analyze 
the traffic of each strategy, and then compare them us- 
ing two example network topologies. We also discuss 
the performance comparison in general topology net- 
works. Finally, we conclude the paper and state future 
work in section 4. 

2 Mobile Support Strategies 

Consider a simple network model as shown in Fig- 
ure 1. Routers are connected to each other via wired 
links. They may have wireless interface as well as 
wired interface. In this model, all hosts can poten- 
tially be mobile hosts, because they can move freely 
from one subnetwork to another. For example, host 
II5 can move to the subnetwork on which router R2 
resides, and into the wireless cell of router R4 if it has 
a wireless interface. 

A mobile host is served by at least one router which 
handles the data packets from/to the mobile host. We 
refer the router as current router. In some cases, there 
is another router which has different role for serving 
the mobile host. We refer the router as default router, 
which is responsible for advertising the location of the 
mobile host. Note that this location is not always the 
current location. The default router may advertise 
the fixed location which will not change despite the 
migration. Of course, in some cases, one router acts 
as both default router and current router. 

The current router may choose to send a notifica- 

tion packet to all routers, the default router or even no 
router, when it detects a new mobile host. The notifi- 
cation packet includes the new location information of 
the mobile host. In the latter two cases, on receiving 
a data packet destined to the mobile host, the router 
must select the way of forwarding packets. One way 
is that the router forwards the packet to the default 
router, and the alternative is that the router sends a 
query packet to the default router so that it can get 
t#he current location to be used for forwarding. 

Consequently, we have five basic strategies ss de- 
scribed below: 

1. 

2. 

3. 

4. 

Broadcast Notification (BN) 

In a link state routing protocol like IS-IS proto- 
col [4], whenever a router detects a new mobile 
host, it becomes the default router and broadcasts 
a notification packet, which includes the current 
location of the the mobile host, to all the other 
routers in the same network. In this case, the de- 
fault router is also the current router at the same 
time. The previous default router also broadcasts 
a notification packet to all the other routers to let 
them know that it is no longer the default router. 
Since a router learns a new location whenever a 
host moves, it can forward data packets to the 
current location using the optimal path. 

Default Forwarding (DF) 

In DF, having detected a new mobile host, a 
router becomes the current router and sends a no- 
tification packet only to the default router, which 
will be acknowledged with a confirmation packet 
from the default router. If a router receives a data 
packet to the mobile host, it forwards the packet 
to the default router, since the default router al- 
ways advertises the fixed location of the mobile 
host. The data packets are then forwarded by 
the default router to the current router. 

Default Query (DQ) Th ere is similarity between 
DQ and DF concerning the way of migration no 
tification, though there is a little difference in 
the way of forwarding packets. Since the cur- 
rent router sends a notification packet only to the 
default router, a router receiving a data packet 
needs to get the current location before it for- 
wards the packet. This is done by sending a query 
packet to the default router. After that the router 
forwards the packet using the same optimal path 
as used in BN. 

Broadcast Query (BQ) 

We have already discussed the cases in which the 
current router sends a notification packet to ei- 
ther all routers or the default router when a mo- 
bile host moves. We then consider how a router 
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Table 1: Strategies used in mobile support protocols. 

Mobile 

C Protocols 
Broadcast Broadcast Broadcast Default Default 

Notification Forwarding Query Forwarding Query 

5. 

can forward a data packet when it does not know 
neither the current location nor the default router 
of the mobile host. In such case, one choice the 
router can select is to ask all routers where the 
mobile host is. It broadcasts a query packet to 
all routers and waits a response from the current 
router. After learning the current location of the 
mobile host, the router forwards the data packet. 

Broadcast Forwarding (BF) 

The alternative way is to forward the data packet 
to all routers instead of sending a query packet. 
T;he current router intercepts the packet and 
passes it to the mobile host, while the other 
routers merely discard it. 

Table 1 shows which strategy is used in the existing 
proposals. Almost all protocols use only one strategy, 
while our proposals use two strategies. They discuss 
the improvement in performance by using two strate- 
gies in a hybrid way [8]. Although BF is not used in 
these protocols, it has been widely used in packet ra- 
dio networks to support communication between hosts 
whose locations are not known beforehand [2]. To our 
knowledge, DQ is not used in mobile support proto- 
cols. 

3 Performance Evaluation 

3.1 ‘lhffic Analysis 

Among many factors that affect performance trans- 
parenc,y, we use network traffic as performance mea- 
sure. The traffic produced by each strategy can be 
calculated by packet size x hop count. 

We define several parameters relevant to the net- 
work configuration: 

N : 
L : 
H : 

d : 

1 : 

Total number of routers. 
Total number of links among routers. 
Average distance between routers, in 
numbers of hops. Note that H includes 
the distance between a given router and 
itself, which is equal to zero. 
Average size of data packets. 
Average size of control packets. 
Communication ratio. This is a number 
of messages a mobile host receives per 
second. 
Migration ratio. This is a number of mi- 
gration per second. 

First, we analyze the traffic per migration of one 
mobile host. The traffic of BN is 2Lc since the de- 
fault router and the previous default router individ- 
ually broadcast a notification packet to all routers in 
the same network when a mobile host moves. We as- 
sume that BN uses the flooding method as defined in 
IS-IS protocol to broadcast the notification packets. 
In the flooding method the control packets are trans- 
mitted once on every link. The traffic of BF and that 
of BQ are 0 since notification packets are not used. 
In DF and DQ, the traffic costs 2Hc because the con- 
trol packets are exchanged between the current router 
and the default router for notification and acknowl- 
edgment . 

We then analyze the traffic per communication. For 
simplicity, we can omit the traffic between a sending 
host and its current router and between a receiving 
host and its current router since the traffic is the same 
in every strategy. In BN, the data packet can be for- 
warded along the optimal path, hence the traffic is 
Hd. The traffic of DF costs 2Hd, which is as twice as 
that of BN since the data packet is forwarded to the 
current router via the default router. In BF, the data 
packet is forwarded to all routers and then the traffic 
is NHd. To query the location of the mobile host, BQ 
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Table 2: Traffic analysis for five strategies. 

BN BF BQ DF DQ 

per communication Hd NHd (N + 1)Hc + Hd 2Hd 2Hc + Hd 

per migration 2Lc 0 0 2Hc 2Hc 

total traffic HdX + 2Lcp NHdX (N + 1)HcX + HdX 2HdX + 2Hcp 2HcX + HdX + 2Hcp 

(a) (b) 
Figure 2: Network topologies: (a) n x n grid topology 
(n = 3); (b) n depth binary tree topology (n = 3). 

and DQ need (N + 1)Hc and 2Hc, respectively. In 
addition to the control traffic, they need Hd to for- 
ward the data packet. We assume that in BF and BQ 
broadcast is achieved by unicast to all destination. 

These analytic results are summarized in Table 2. 

3.2 Comparison in Grid Topology 

Based on the fundamental analysis discussed above, 
we then compare the traffic using two examples of net- 
work topology. First, we consider an n x n grid topol- 
ogy as shown in Figure 2 (a). Assume that a mobile 
host can move to any of the routers. 

Here, we have 

N=n2, 
L = 2n(n - l), 

H = 2(n - ;in + l). 
Let k be p/X and 1 be d/c. We assume 1 = 1 for 

simplicity. The total traffic of each strategy is then 
given in Table 3. The traffic of DF and that of DQ in- 
crease as O(n), while the traffic of BF and that of BQ 
increase as O(n3). In other words, DF and DQ have 
scalability, whereas BF and BQ show the worst perfor- 
mance regarding scalability. On the other hand, since 
BF and BQ are independent of k, they are efficient for 
frequent migration. 

Figure 3 shows the graphical results. The perfor- 
mance difference among strategies is well represented 

Table 3: Traffic comparison in grid topology. 

strategy traffic 

BN 
2(n - 1)(6kn2 + n + 1) 

3n O(n2) 

BF I) 2n(n-i)(n+l) O(n3) 

BQ II 
2(n - l)(n + 1)(n2 + 2) 

3n O(n3> 

DF II 
4(k + l)(n - l)(n + 1) 

3n I O(n) 

DQ II 
2(2k + 3)(n - l)(n + 1) 

3n I O(n) 

in this figure. In addition to the above observation, 
we can see from this figure that BN is applicable to 
only such a network in which a host rarely moves. 

3.3 Comparison in Binary Tree Topology 

Let us consider another example, n depth binary 
tree topology as shown in Figure 2 (b). Assume that 
mobile hosts can move to only those routers which are 
leaves of the topology. 

Here, we have 

N = Y-l 
L=24, 

H = 22-” + 2(n - 2). 

We assume 1 = 1 to simplify the comparison, and 
then the total traffic of each strategy is given as shown 
in Table 4. From this table, we obtain the similar 
results as in the case of grid topology. That is, DF 
and DQ are much better than the rest in terms of 
scalability, while BF and BQ are efficient for frequent 
migration. 

We also show the illustrative results in Figure 4. 
The same trend as in the gird topology can be seen in 
this figure. Hence, we can say that the fundamental 
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BF /T” . ..___ . . . . . . 

BN, BF and DF 

BN 

Figure 3: Comparison of total traffic in a grid topology network: 

n denotes the number of routers on the edge. 

BN. BF and DF 

BN 

BF 

DF 

Figure 4: Comparison of total trtic in a binary tree topology network: n denotes the depth of the tree. 

222 



Table 4: Traffic comparison in binary tree topology. 

strategy II traffic I 

BQ II 2”(n-2)+4~~+2~-“-6 O(n * 2”) 

DF I( (k + 1)(4n + 23-” - 6) O(n) 

DQ /I (2k + 3)(2n + 2’-” - 4) O(n) 

l-l 

(3 (b) 
Figure 5: Network topologies representing the cases 
where H and L are minimum or maximum: (a) linear; 
(b) complete graph. 

characteristics of each strategy are independent of the 
network topology. 

3.4 Comparison in General Topology 

Network 

To ascertain that whether the performance char- 
acteristics obtained via previous comparison is true 
in any network or not, we need further examination. 
Now we compare five strategies without assumption 
on network topology and the data/control packet size 
ratio. For that purpose, we define a new parameter, 
p, and let p be L/H. Clearly p will change as network 
topology changes. Using p, we have new formulas for 
total traffic as shown in Table 5. 

From this table, we can see that selection of a strat- 
egy depends on the parameters available. BN depends 
on p, i.e., the network topology, however the others do 
not. BQ and BF depend on the number of routers, 
however they are independent of k, i.e., the migra- 
tion/communication ratio. DF and DQ depend k like 
BN, though they are independent of p. 

In order to grasp the difference among strategies, it 
will be greatly helpful to show these formulas graph- 
ically as a function of k and 1 at different N. Unlike 
the graphs shown in Figure 3 and Figure 4, we will 
show the performance of five strategies in one graph 
from another point of view. In short, the graph shows 
the optimal strategy regarding k and 1. 

The boundary between BN and DF is determined 
by k which varies according to p, hence we start from 
examining the range of p. Since p can be calculated 
for given H and L, we must consider the case where H 
and L show the smallest/largest value when the given 
number of routers are equal. Figure 5 depicts such 
cases: linear topology and complete graph topology. 

L is the minimum and H is the maximum in the 
linear topology, where 

L=N-1, 
H _ (N - $--‘+ I), 

hence the minimum value of p is #I. 

L is the maximum and H is the minimum, on the 
other hand, in the complete graph topology, where 

N2 hence the maximum value of p is 2, 
As a result, k is minimum in complete graph topol- 

ogy and the value is 

2 
N2-2’ 

while k is maximum in linear topology and the value 
is 

ix+ - . 
Figure 6 shows the region of which strategy is opti- 

mal regarding given k, 1 and N in the complete graph 
topology. Similarly, Figure 7 shows the optimal strat- 
egy in the linear topology. Note that the other topolo- 
gies except the liner topology and the complete graph 
topology exist between these two extreme cases. 

It is easily seen from these figures that the same 
trend as in the grid topology and the binary tree topol- 
ogy exists in general. That is, BF and BQ are efficient 
for frequent migration, whereas BN is suitable for the 
opposite case. DF and DQ have scalability and wide 
applicability. 

Additionally, we can see that DF and DQ gain ad- 
vantage as the number of links increases as compared 
with BN. It means DF and DQ can be used in a dense 
network by which we mean the multi-linked topology 
network. 
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Table 5: Traffic comparison considering network topology and data/control packet size ratio. 

- 
BN BF BQ DF DQ 

= 

total traffic /HXc 2pk + 1 Nl I+N+l 2k + 21 2k+1+2 
- 

number of routers = 3 

1 2 
migration/communication ratio 

number of routers = 5 
‘:::::::::::i:~:i:::::::::::::::i:j::j:::::::::::::::::~::::::::: :.:.:.:.:.:.:.;.:.:.:.:.:.:.:.:.:.:.:.;.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.: .:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:::: ::::::::::::::~:::::B:::::::::::::::::::::::::::::::~:::::::::::::.:. 

1 2 
migration/communication ratio 

number of routers = 7 

1 2 
migration/communication ratio 

Figure 6: Region of the optimal strategy for given k and 1 when p is maximum. 

number of routers = 3 number of routers = 5 number of routers = 7 

1 2 1 2 1 2 
migration/communication ratio migration/communication ratio migration/communication ratio 

Figure 7: Region of the optimal strategy for given k and 1 when p is minimum. 

224 



4 Conclusion 

For each of the mobile support strategies, we have 
analyzed the traffic per migration and per communica- 
tion, and thus the total traffic. We have first discussed 
their performance in two typical network topologies: 
grid topology and binary tree topology. From these 
basic comparison, the fundamental characteristics of 
each strategy have become clear. 

BN is useful for small and rare migration network. 
BF and BQ are suitable if the migration ratio is rela- 
tively high in small networks. DF and DQ have advan- 
tage of scalability and are applicable for the networks 
in which the migration ratio is not so high. 

In addition, we have discussed the performance 
difference among the five strategies in general net- 
works. As a result of comparison from wide vari- 
ety of viewpoint, we have shown that under differ- 
ent network conditions, such as number of routers, 
network topology, migration/communication ratio, 
data/control packet size ratio, different strategy pro 
duces minimum network traffic. 

This result leads us to a new idea that the best 
performance is obtained if the strategies are changed 
dynamically according to the network condition. As 
mentioned in section 2, there are few proposals us- 
ing two or more strategies, however we should further 
study about this issue in order to provide mobile users 
with real performance transparency. 
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