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ABSTRACT

We consider the problem of converting an arbitrary approx-
imation algorithm for a single-parameter optimization prob-
lem into a computationally efficient truthful mechanism. We
ask for reductions that are black-box, meaning that they
require only oracle access to the given algorithm and in
particular do not require explicit knowledge of the prob-
lem constraints. Such a reduction is known to be possible,
for example, for the social welfare objective when the goal
is to achieve Bayesian truthfulness and preserve social wel-
fare in expectation. We show that a black-box reduction for
the social welfare objective is not possible if the resulting
mechanism is required to be truthful in expectation and to
preserve the worst-case approximation ratio of the algorithm
to within a subpolynomial factor. Further, we prove that for
other objectives such as makespan, no black-box reduction
is possible even if we only require Bayesian truthfulness and
an average-case performance guarantee.
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1. INTRODUCTION

Mechanism design studies optimization in the presence
of selfish agents, where the goal is to design a system in
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which agents’ individual selfish behaviour leads to global
optimization of a desired objective. A central theme in al-
gorithmic mechanism design is to reconcile the incentive con-
straints of selfish agents with the requirement of computa-
tional tractability and to understand whether the combina-
tion of these two considerations limits algorithm design in a
way that each one alone does not. In the best-case scenario,
one might hope for a sort of equivalence between the re-
quirements of algorithm design and mechanism design, man-
ifested via reductions that convert arbitrary algorithms into
incentive compatible mechanisms. One example is the sem-
inal work of Vickrey, Clark, and Groves for converting ezxact
algorithms into mechanisms for the social welfare objective.
Much recent research has focused on generalizing such re-
ductions to encompass approximation algorithms. Recently,
striking positive results have been obtained for many im-
portant cases, especially single-parameter problems, in both
Bayesian [12, 11, 4] and ex post (i.e. non-Bayesian) [15, 3,
8, 10, 14] settings. Given this progress and the notable lack
of impossibility results for single-parameter problems, it is
tempting to guess that a fully general reduction® is possible.

In this paper, we show that there is no such general black-
box reduction, even for single-parameter problems. By black-
bozx reduction we mean a mechanism that is given query
access to an algorithm, and must return an allocation dis-
covered by querying the algorithm. Our two main results
address mechanisms in two different settings:

1. For the standard optimization objective of social wel-
fare, or sum of agents’ values, we prove that no general
black-box reduction can guarantee ex post truthfulness
while approximately preserving the worst-case approx-
imation of the underlying algorithm.

2. In the Bayesian setting, we prove that there are mono-
tone? optimization objectives (including makespan) for
which no black-box reduction can guarantee truthful-
ness while approximately preserving the average-case
approximation of the underlying algorithm.

Our results stand in contrast to existing constructions in
Bayesian mechanism design [12, 11, 4]. In that prior work,
it was shown that general black-box reductions for social
welfare exist in a Bayesian setting, where the input is drawn
from a commonly known distribution F and the optimization

IThat is, a reduction that applies to single-parameter opti-
mization problems with arbitrary feasibility constraints.
2An objective is monotone if exact optimization leads to a
truthful (i.e. monotone) allocation rule; see eq. (1).



and incentive compatibility requirements are with respect to
F. Our first result demonstrates that no such reduction is
possible when the solution concept is ex post incentive com-
patibility (i.e. truthfulness in dominant strategies) and the
optimization goal is worst-case approximation. Specifically,
we show that every black-box mechanism must degrade the
worst-case performance of some algorithms (including con-
stant approximations) by an unbounded amount. Our im-
possibility holds also for randomized transformations that
aim to achieve truthfulness in expectation over their ran-
dom bits>.

In the Bayesian setting, we ask whether the known con-
structions for social welfare can be extended to other mono-
tone objectives. In our second result, we prove that for
the objective of makespan minimization, any black-box re-
duction from mechanism design to algorithm design must
worsen the algorithm’s performance by a factor that is poly-
nomial in the problem size, even when we only desire Bayesian
incentive compatibility with respect to a known distribution
F and measure the algorithm’s performance in expectation
over F. Our construction serves to demonstrate that mech-
anisms like those known for social welfare cannot exist for
arbitrary monotone objectives even under the weakest pos-
sible requirements on truthfulness and approximability.

Finally, we ask whether there are objectives that lie be-
tween the linear welfare objective and the highly non-linear
makespan objective that admit reductions. Roughly speak-
ing, known black-box mechanisms for Bayesian social welfare
perform “ironing” operations for each agent independently,
fixing non-monotonicities in the algorithm’s output in a lo-
cal fashion without hurting the overall social welfare. One
property of social welfare that enables such an approach
is that it is additive across agents. In our final result we
show that, even restricting attention to objectives that are
additive across agents, for almost any objective other than
social welfare no per-agent ironing procedure can simulta-
neously ensure Bayesian incentive compatibility as well as
a bounded loss in performance. The implication for mech-
anism design is that any successful reduction must take a
holistic approach over agents and look very different from
those known for social welfare.

Our results and techniques.

The existence of a black-box reduction from mechanism
design to algorithm design can depend on the objective func-
tion to be optimized, the incentive requirements, and the
performance metric. We distinguish between social welfare
and arbitrary monotone objectives, and between the average
performance of the algorithm (over a distribution of inputs)
and its worst case performance. We further distinguish be-
tween two kinds of incentive requirements (defined formally
in Section 2). Bayesian incentive compatibility (BIC) im-
plies that truthtelling forms a Bayes-Nash equilibrium given
the agents’ value distributions. The stronger notion of truth-
fulness in expectation (TIE) implies that every agent maxi-
mizes her expected utility by truthtelling regardless of oth-
ers’ actions, with expectation taken over any randomness in
the mechanism.

Table 1 below summarizes our findings as well as known
results along these three dimensions. We find that there is

3In this case, we use the usual definition of an algorithm’s
approximation ratio: in expectation over the random bits
but in worst case over the input.
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a dichotomy of settings: some allow for essentially lossless
transformations whereas others suffer an unbounded loss in
performance.

Objective: social welfare
[ | Avg-case approx | Worst-case approx |
BIC | Yes 12, 4, 11] ?
TIE ? No (Section 3)

Objective: arbitrary monotone (e.g. makespan)
[ | Avg-case approx | Worst-case approx |
BIC | No (Section 4) No
TIE No No

Table 1: A summary of our results on the existence
of black-box transformations. A “yes” indicates that
a reduction exists and gives an arbitrarily small loss
in performance; a “no” indicates that every reduc-
tion satisfying incentive constraints suffers a poly-
nomially large loss in performance.

One way to establish our impossibility results would be to
find single-parameter optimization problems for which there
is a gap in the approximating power of arbitrary algorithms
and incentive compatible algorithms. This is an important
open problem that has resisted much effort by the algorith-
mic mechanism design community, and is beyond the scope
of our work. Instead, we focus on the black-box nature of
a reduction from mechanism design to algorithm design. In
our model, a black-box mechanism has full knowledge of
the problem instance including the distribution from which
agents’ values are drawn. In addition it is given oracle ac-
cess to an algorithm that it can query at any input. Given
an input value vector, the goal of the mechanism is to query
the algorithm polynomially many times and return an out-
come (allocation) that is nearly as good as the one that
the original algorithm returns on the same input and is also
consistent across inputs in that it satisfies the monotonicity
conditions necessary for incentive compatibility.

Since the mechanism is meant to be “black-box,” we will
require that it can only output an allocation that it has
observed while querying the algorithm at different vectors?.
This last property is crucial in our constructions and allows
us to “hide” good allocations from the transformation.

While the restriction to black-box mechanisms may ap-
pear strong at first glance, we note that many existing con-
structions for general mechanisms satisfy these requirements.
For instance, the standard technique of maximal in range
(MIR) mechanism design proceeds by restricting the range
of outcomes to a subset of feasible allocations and then solv-
ing the optimization problem exactly over this range. An
appropriate set of outcomes can be constructed by querying
a given algorithm A4 at representative inputs [10, 14]. An
alternative technique [12, 11, 4] proceeds by constructing
a mapping 7 between input profiles: given input vector v,
the mechanism returns the original algorithm’s allocation at
vector m(v). In both cases, the mechanism always satisfies
any feasibility constraints of the problem, since it always
returns an allocation in the range of the given algorithm.

4We can think of this requirement as being necessitated by
the presence of arbitrary feasibility constraints that are not
known to the mechanism, but are satisfied by the algorithm.



To prove our impossibility result for social welfare, we de-
scribe a class of “public project” optimization problems and
show that achieving ex post incentive compatibility essen-
tially requires a MIR approach. Furthermore, an underly-
ing algorithm can hide a “long-distance” non-monotonicity
in such a way that, at some value vectors, the transforma-
tion must either query the algorithm at exponentially many
inputs in order to detect the non-monotonicity, or return
a default outcome that guarantees monotonicity but has a
poor approximation ratio.

For our impossibility result in the Bayesian setting, we
show that the per-agent mapping approach of [12] must fail
for almost any objective other than social welfare. We con-
sider the makespan objective, and construct a constant ap-
proximation algorithm for which any polytime BIC transfor-
mation must have large expected makespan. The key to our
construction is that the algorithm will return good alloca-
tions only on typical (i.e. concentrated) inputs; this limits a
mechanism’s ability to explore the allocation space by quer-
ing at atypical inputs.

All of our constructions involve simple instances with sym-
metric value spaces: each agent has a high or a low value
and gets a high or a low (or medium in one case) allocation.
The complexity in our constructions lies in the feasibility
constraints satisfied by the algorithm to be transformed. In
particular, our constructions involve feasibility constraints
that are asymmetric across agents. This is essential: when
agents have few possible types, good mechanisms can always
be constructed in the absence of a feasibility constraint, or
when the constraint is symmetric across agents®.

Related Work.

Reductions from mechanism design to algorithm design
in the Bayesian setting were first studied by Hartline and
Lucier [12], who showed that any approximation algorithm
for a single-parameter social welfare problem can be con-
verted into a Bayesian incentive compatible mechanism with
arbitrarily small loss in expected performance. This was ex-
tended to multi-parameter settings by Hartline, Kleinberg
and Malekian [11] and Bei and Huang [4].

Some reductions from mechanism design to algorithm de-
sign are known for prior-free settings, for certain restricted
classes of algorithms. Lavi and Swamy [15] consider mecha-
nisms for multi-parameter packing problems and show how
to construct a (randomized) TIE B-approximation mecha-
nism from any [-approximation that verifies an integrality
gap. Dughmi, Roughgarden and Yan [9] extend this ap-
proach and obtain TTE mechanisms for a broad class of sub-
modular combinatorial auctions. Dughmi and Roughgarden
[8] give a construction that converts any FPTAS algorithm
for a social welfare problem into a TIE mechanism.

Babaioff et al. [3] provide a technique for turning a -
algorithm for a single-valued combinatorial auction problem
into a truthful 5(10g Vmaz /Vmin )-approximation mechanism,
when agent values are restricted to lie in [Umin, Umaz]. Huang
et al. [14] prove that any algorithm for a symmetric single-
parameter social welfare problem can be converted into a

®In particular, when agents have few possible types and the
feasibility constraint is symmetric, an input profile is de-
termined entirely by the number of agents of each type, of
which there are only polynomially many such choices. One
can therefore implement a MIR mechanism that queries the
given algorithm on every type profile, up to permutation.
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truthful MIR mechanism with arbitrarily small loss in ap-
proximation, building upon a reduction with logarithmic loss
due to Goel et al. [10].

Many papers have explored the limitations of truthful
mechanisms for approximating social welfare in settings with
multi-parameter types. Papadimitriou, Schapira and Singer
[16] show a gap between the power of deterministic algo-
rithms and truthful mechanisms, and a similar gap was es-
tablished by Dobzinski [7] for randomized TIE mechanisms.
However, prior to our work, it was not known whether a loss-
less black-box reduction could exist for the class of single-
parameter problems.

For the makespan objective in multi-parameter settings
(i.e. when the sizes of jobs on different machines are un-
related), Ashlagi et al. [2] proved a gap between the ap-
proximating power of algorithms and “anonymous” incentive
compatible mechanisms. The situation for single-parameter
(a.k.a. related machines) settings is quite different: a line
of work on incentive compatible mechanisms [1, 6] recently
culminated in the development of a deterministic truthful
PTAS by Christodoulou and Kovécs [5], matching the ap-
proximation of the best possible approximation algorithm
[13]. Our negative result for makespan minimization dif-
fers in that we consider black-box mechanisms in a setting
where the underlying algorithm may satisfy an additional
feasibility constraint.

2. PRELIMINARIES

Optimization Problems. In a single-parameter op-
timization problem we are given as input a value vector
v = (v1,v2,...,Vn), where each v; is drawn from a known
set Vi CR. Let V =V; x--- x V,, denote the input space.
The goal is to choose an allocation x € F C R"™ from a set
of feasible allocations F such that a given objective func-
tion ¢ : F x V' — R is optimized (i.e. either maximized or
minimized, depending on the nature of the problem). We
think of the feasibility set F and the objective function ¢ as
defining an instance of the optimization problem. For ex-
ample, the social welfare objective is ¢(x,v) = x-v and the
makespan objective is ¢(x,Vv) = max; x;/v;.

An algorithm A defines a mapping from input vectors v
to outcomes x. We will write A(v) for the allocation re-
turned by A as well as the value it obtains. In general A
can be randomized, in which case A(v) is a random vari-
able. Given an instance (F, ¢), we will write OPT#(v) for
the allocation in F that optimizes ¢(x,Vv). Let approxx=(A)
denote the worst-case approximation ratio of A for problem
F. That is, approxr(A) = minyev O—E}[j% for a maximiza-
tion problem, where the expectation is over any randomness
in A. Note that approxr(A) <1 for all F and A.

In the Bayesian version of our optimization problem, there
is publicly-known product distribution F = F} x ... x I,
over input vectors. Given F, the expected objective value of
algorithm A is ¢(A) = Ev~r[¢p(A(V),V)]. The goal in this
setting is to optimize the expected objective value.

Mechanisms. We consider a mechanism design setting
with n rational agents, where each agent possesses one value
from the input vector as private information. An outcome x
represents an allocation to the agents, where x; is the alloca-
tion to agent ¢. A mechanism proceeds by eliciting declared
values b € R" from the agents, then applying an allocation
algorithm A : R™ — F that maps b to an allocation x, and



a payment rule that maps b to a payment vector p. We
will write x(b) and p(b) for the allocations and payments
that result on input b. The utility of agent ¢, given that the
agents declare b and his true private value is v;, is taken to
be viz;(b) — pi(b).

A mechanism is truthful in ezpectation (TIE) if each agent
maximizes its expected utility by reporting its value truth-
fully, regardless of the reports of the other agents, where ex-
pectation is taken over any randomness in the mechanism.
We say that an algorithm is TIE if there exists a payment
rule such that the resulting mechanism is TIE. It is known
that an algorithm is TIE if and only if it is monotone: that
is, for all 4, all v_;, and all v; < v;’,

E[zi(vi,v—i)] < E[zi(vi’,v_i)]. (1)

We say that a mechanism is Bayesian incentive compatible
(BIC) for distribution F if each agent maximizes its expected
utility by reporting its value truthfully, given that the other
agents’ values are distributed according to F' (and given any
randomness in the mechanism). We say that an algorithm
is BIC if there exists a payment rule such that the resulting
mechanism is BIC. It is known that an algorithm is BIC if
and only if, for all ¢ and all v; < v;’,

EVﬂ'[xi(UivV—i)] < Evfi[xi(vilvv—i)]' (2)

Transformations. A transformation 7T is an algorithm
that has black-box access to some algorithm A. Write 7 (A, v)
for the output of 7 on input v, given that its black-box ac-
cess is to A. We write 7 (A) for the allocation rule® T(A, ).
Note that 7 is not parameterized by F; informally speak-
ing, 7 has no knowledge of the feasibility constraint F, so
in particular we can assume that 7 (A, v) is always an al-
location observed by querying A. We do assume that 7 is
aware of the objective function ¢, the input domain V', and
(in Bayesian settings) the distribution F.

Transformation 7 is truthful in expectation (TIE) if 7(A)
is TIE for all A. Likewise, T is Bayesian incentive compati-
ble (BIC) for distribution F if, for all A, T(A) is BIC for F.
Note that whether or not 7 is TIE or BIC is independent
of the objective ¢ and feasibility constraint F.

3. ALOWERBOUND FOR TIE TRANSFOR-
MATIONS

We will prove the following theorem, which states that
any TIE transformation must convert some constant factor
approximate algorithms into mechanisms with polynomial
approximation factors.

THEOREM 3.1. There are constants c1, cz2 such that, for
any polytime TIE transformation T, there is an algorithm
A and problem instance F with approxr(A) > c1 such that
approzr(T(A)) < 1/n°2.

Before describing our construction, let us build some in-
tuition for the requirements of Theorem 3.1. Our goal is to
construct an algorithm A that is difficult to monotonize (i.e.
satisfy (1)). Since 7 is limited to making a polynomial num-
ber of queries on each input, a natural approach is to hide a

5Note that a polynomial-time transformation can make only
polynomially many queries to compute T (A,v) for each v,
but 7(A) may depend on the behaviour of A on a super-
polynomially large subset of the input space.

non-monotonicity in the (exponentially large) input space.
This idea is impeded by the locality of the monotonicity re-
quirement: on input v, transformation 7 can query A on
each input that differs from v on a single coordinate, and
hence find any pair v, v’ that violates (1).

Alternatively, one could embed a “high-dimensional” non-
monotonicity into A by choosing input vectors v,v’ that
differ on many coordinates and setting A;(v) > A;(v') for
each agent i with v; < v;’. Such a situation seems harder to
detect, but does not directly imply non-truthfulness. For ex-
ample, if A satisfies A(1,1) = (10, 10) and A(2,2) = (5,5),
then condition (1) is not necessarily violated: it may be
that A(1,2) = (4,11) and A(2,1) = (11,4). However, if we
additionally impose a feasibility constraint that the agents
involved in the high-dimensional non-monotonicity always
receive the same allocation, then we could infer that (1)
must be violated somewhere. Thus, under certain feasibil-
ity constraints, 7 must find and correct high-dimensional
non-monotonicities.

Motivated by this observation, our approach to proving
Theorem 3.1 is as follows. We will construct an approx-
imation algorithm A containing a high-dimensional non-
monotonicity and a feasibility constraint that together im-
ply that A is not TIE. Our algorithm will be such that 7
cannot detect the non-monotonicity (or even that one ex-
ists) with non-negligible probability. Thus, to guarantee in-
centive compatibility, 7 will be forced to modify the algo-
rithm’s output aggressively in order to address any possible
non-monotonicity that could be present. However, our algo-
rithm will be constructed so that such a modification must
degrade its approximation factor significantly.

Various technical hurdles must be overcome to implement
this plan. First, we must restrict the set of allocations that
can be found by 7 (with non-negligible probability) when
adaptively querying the algorithm, so that 7 cannot find
a way to correct non-monotonicities without harming the
algorithm’s approximation factor. At the same time, we re-
quire that our algorithm obtain a constant approximation,
which limits our ability to hide allocations from 7 via sub-
optimality. The details of the construction involve carefully
balancing the tension between these requirements.

3.1 Construction

In the instances we consider, each private value v; is cho-
sen from {v,1}, where v € (0,1) is a parameter of our con-
struction. We interpret an input vector as a subset y C [n],
corresponding to those agents with the “high” value 1. For
a > 0 and S C [n], we will write x§ for the allocation in
which each agent ¢ € S is allocated a, and each agent i ¢ S
is allocated 0.

Feasible Allocations. We consider a family of feasibility
constraints, which will be specified by parameters «, vy with
0<~v<a<1landsets S,T C [n] of agents. We think of S
and T as being polynomially large sets, with a polynomially
large intersection; see Figure 1(a). The feasible allocations
will be xf’n], x5, and x%. That is, we can allocate 7 to every
agent, 1 to all agents in S, or « to all agents in T'. We write
Fs,T,a,y for this feasibility constraint.

The Algorithm. Fix feasibility constraint Fs 7,q,y. Let
U =SNT and choose a set V C U. We will define an ap-
proximation algorithm A = Ay, 5 7 a, for problem Fs 1,q,~.
This will be our candidate for the algorithm in the statement
of Theorem 3.1.
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Figure 1: (a) Visualization of typical admissible sets of
bidders V, S, and T, and the corresponding allocations
of algorithm A on (b) input V and (c¢) input U =SNT.

We begin with an informal description of Algorithm A
(formally listed as Algorithm 1 below). Recall that A ac-
cepts as input a vector v € {v,1}". A will return x% if
sufficiently many of the high-valued agents lie in set 7', and
will return x4 if sufficiently many of the high-valued agents
lie in set S. When most high-valued agents lie in S N T,
set V is used to determine the outcome: if sufficiently many
high-valued agents lie in V then we return x5, otherwise we
return x7.. If there are not enough high-valued agents, or if
too many lie outside S U T, then we return xf’n]. See Figure
1.

Algorithm A has the following properties that will be im-
portant to our analysis. First, all outcomes of A are constant
on U. Also, A(V) = x} and A(U) = x%, so if a < 1 then A
contains a high-dimensional non-monotonicity as described
at the beginning of this section. Moreover, A will return
x5 for any input y that is sufficiently close to V' (i.e. small
symmetric difference), and for a randomly chosen subset of
S (with high probability). On the other hand, any input
sufficiently close to U or chosen randomly as a subset of T’
will generate outcome x7.. These last properties will be im-
portant in arguing that a TIE transformation is unlikely to
detect the non-monotonicity between inputs V and U. Fi-
nally, as we demonstrate in the next section, .4 obtains a
constant approximation when parameters are chosen appro-
priately.

Before presenting the formal description of Algorithm A
we require some definitions. Given y C [n], we define

nr(y) = lyNT|+lynU|
and
ns(y) =lyNS[+2ynV]

That is, nr(y) is the number of elements of y that lie in T,
with elements of U counted twice. Likewise, ns(y) is the
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number of elements of y that lie in S, with elements of V
counted thrice.
The algorithm Ay, s 7.« is then described as Algorithm 1.

Algorithm 1: Allocation Algorithm Av,s 1,

Input: Subset y € [n] of agents with value 1
Output: An allocation x € Fy,s.7,a

1 if ns(y) > ¢, ns(y) > 7lyl, and ns(y) > nr(y) then
| return x§
else if nr(y) >t, nr(y) > 9|y, and nr(y) > ns(y)
then
| return x%
else
| return x|,

W N

N O Ok

end

3.2 Analysis

We now derive the key lemmas for the proof of Theo-
rem 3.1.

Parameter Conditions. All of the results in this section
will require that we impose certain technical constraints on
the parameters o and v and the sets V', S, and T. Roughly,
parameter 1/~ and sets V, SNT, S, and T should be suffi-
ciently large, and a should be sufficiently small (as functions
of n and v).

Formally, we will choose parameters ¢t > r > 1 (polynomi-
ally large in n) which will dictate the required sizes of sets
V, S, and T. We will choose these parameters so that

1 1
t>r>=> =, rt<n, andi<<1.
v « n

Given this choice of r and ¢, we say that sets V, S, and T
are admissible if the following conditions hold:

1 |S| = |T| =3,
2. |SNT|=r2,
3.VcCcSNnT, and
4. V| =rt.

See Figure 1(a) for an illustration of the relationship between
the sets in an admissible triple. For the remainder of this
section we will assume that V', S, and T are feasible. We
will set the values of parameters r, t, «, v, and v in Section
3.3.

Algorithm Analysis. For our first lemma, we bound the
approximation factor of Av g 1, for problem Fv,s 71 a,~-
In particular, we note that if & = 1 then Av,s,7,qa,y is a
constant approximation.

LEMMA 3.2. approtrs ., . (Av,s,T,a,v) > /6.

PRrROOF. Choose y C [n] and consider the three cases for
the output of AV,S,T,Q.

Case 1: ns(y) > t, ns(y) 2 7vlyl, and ns(y) = nr(y).
Our algorithm returns allocation x% and obtains welfare at
least |y N S|. Note that

1
MEEETEOESY

Wl



and

1 1 1
lynS| > gns(y) > onr(y) > glyﬂTl-

3

The allocation x7 obtains welfare at most a(ly N T'| +
[T\ylv) < a(lyNT|+nvy) < [yNT|+t < 6]yNS|. Note
that here we used |T| < ny, which follows since r > v~

The allocation x;', obtains welfare at most v|y| + ¢ <
2ns(y) < 6lyNS|. So we obtain at least a 1/6-approximation
in this case.

Case 2: nr(y) > t, nr(y) = vlyl, and nr(y) = ns(y).
Our algorithm returns allocation x7 and obtains welfare at
least a|y NT|. The same argument as case 1 shows that our
approximation factor is at least a//6 in this case.

Case 3: ns(y) <t and nr(y) < t. Our algorithm returns
allocation xf’n] for a welfare of at least v(|y|+v(n—y|)) > t.

The allocation x} obtains welfare at most |y N S|+t <
ns(y) +t < 2t, and allocation x$ obtains welfare at most
2at < 2t. So our approximation factor is at least 1/2 in this
case.

Case 4: ns(y) < vly| and nr(y) < v|y|. Our algorithm
returns allocation xg,; for a welfare of at least v(|y| +v(n —

ly)) > 7|y|. The allocation x§ obtains welfare at most |y N
S|+t < 2ns(y) < 27]y|, and allocation x7 obtains welfare
at most |y NT| + ¢ < 2av|y| < 27v|y|. So our approximation
factor is at least 1/2 in this case. [

Our next claim restricts the behaviour of TIE algorithms
for problem Fs,1,a,~. The result uses the fact that all allo-
cations in Fg,1,a,y are constant on U.

CrLAamM 3.3. Suppose A’ is a truthful-in-expectation algo-
rithm for problem Fs,T,a,~. Then the expected allocation to
each agent in U must be at least as large in A'(U) as in

A'(V).

PRrOOF. Take any set W with V C W C U, |[W| = |V|+1.
Then, on input W, the expected allocation to the agent in
W\ V must not decrease relative to its allocation on input
V. Since all allocations are constant on U, this means that
the expected allocation to each agent in U on input W must
not decrease relative to allocation on input V. By the same
argument, A’ returns an allocation to each agent in U at
least this large for all W such that V. C W C U, and in
particular for W =U. O

Transformation Analysis. In light of Claim 3.3, our
strategy for proving Theorem 3.1 will be to show that a
polytime transformation 7 is unlikely to encounter the al-
location x7- during its sampling when the input is V, given
that the sets V', S, and T are chosen uniformly at random
over all admissible tuples. This means the transformation
will be unable to learn the value of a. This is key since it
prevents the transformation from satisfying the conditions
of Claim 3.3 by giving an expected allocation of « to the
agents in U on input V. Similarly, a transformation is un-
likely to encounter the allocation x% during its sampling on
input U, and therefore cannot satisfy Claim 3.3 by allocating
1 to agents in U on input U.

Our next two lemmas demonstrate that if the sets V, S,
and T were chosen at random, then it is exponentially un-
likely that a transformation would observe allocation x7:
during its sampling when given input V (Lemma 3.4), or
observe allocation xg given input U (Lemma 3.5).
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LEMMA 3.4. Fix V and S satsifying the requirements
admissibility. Then for any y C [n], Prr[Av,.sr.a(y)
t
z3] < e_o(m), with probability taken over all choices
T that are admissible given V and S.

of

of

PRrROOF. Fix any y. Write ny = [yNV|, ns = [yN(S—V)],
and n. = |yN([n]—S5)|. Note that |y| = ny +ns+n.. Define
the random variables my and mg by my = |y N (U — V)|
and mp = |y N (T\S)|.

The event [Av,s,1,a(y) = xF] occurs precisely if the fol-
lowing are true:

mr + 2nyv + 2my > ¢,

®3)
(4)
()

We will show that the probability of these three inequali-
ties being true is exponentially small. To see this, note that
(5) implies that mr 4+ 2my > ny. Thus, (3) implies that
mr + 2my > t/3, and hence mr + my > ¢/6. Now each
element of y counted in ng will count toward my with prob-

mr + 2nv + 2my > y(nv + ns + n.),

mr + 2nyv + 2my > ns + 3nv.

ability r11’ and each element of y counted in n, will count
toward mr with probability —5. Since ¢ > r, Chernoff
bounds imply that with probability at least 1 —e O™ we
will have n. + ns > g(mr 4+ my). Then
2 2 3 2 12
mr + 2ny + 2myu (mr + mU)<_<<7
ny +ns + N« ns + N« r

contradicting (4). O

LEMMA 3.5. Fiz U and T satsifying the requirements
admissibility. Then for any y C [n], Prs[Av,sr.a(y)
t
rs] < e_o(m), with probability taken over all choices
V and S that are admissible given U and T'.

of

of

ProOF. Fix any y. Write ny = |[yNU|, nr = |yN(T-U)|,
and n. = |y N ([n] — T)|. Note that |y| = nu + nr + n..
Define the random variables my and mgs by my = |y N V|
and mg = |y N (S\T)].

The event [Av,s,7.o(y) = k] occurs precisely if the fol-
lowing are true:

(6)
(7)
(8)

We will show that the probability of these three inequali-
ties being true is exponentially small. To see this, first note
that we can assume nr = 0, as this only loosens the require-
ments of the inequalities. We then have that (8) implies
ms + 2my > ny. Thus, (6) implies that mg 4+ 2mv > ¢/2,
and hence mgs + my > t/4. Now each element of y counted
in ny will count toward my with probability %, and each
element of y counted in n. will count toward mgs with prob-
ability 5. Since t > 7, Chernoff bounds imply that with
Ot/

ms +nu + 2my > t,
ms +ny + 2my > y(nu + nr + n.),

ms + nu + 2my > nr + 2ny.

probability at least 1 —
5(ms +myv). Then

we will have n. + nr >

ms +nu + 2my
nuy + N«

O

4 8
(ms +mv) <%y
ny + N T

contradicting (7).



We emphasize that the results of Lemma 3.4 and 3.5 hold
for every possible input vector y. This is crucial, since we
wish for these lemmas to apply even when inputs are chosen
adaptively by transformation 7 to gain information about
the given algorithm and feasibility constraint.

3.3 Proof of Main Theorem

We can now set our parameters ¢, r, o, and v. We will
choose t = n'/%, r = n%?° and v = n~2/2%. The values
of a we will be considering are 1 and n~ /20 Note that
t> 7>~ "> a ! for each choice of a. Note also that
v=ty/n = n~14/20 .

Our idea now for proving Theorem 3.1 is that since the
transformation cannot determine the value of o on input V'
(by Lemma 3.4), and since it cannot find the “good” allo-
cation of x5 on input U (by Lemma 3.5), it must be pes-
simistic and allocate the minimum possible value of « to
agents in V on input V in order to guarantee that the re-
sulting allocation rule is TIE (by Claim 3.3). This implies a
bad approximation on input V and hence a bad worst-case
approximation.

Proof of Theorem 3.1 : For each admissible VS, T
and o € {1,n~ Y2}, write Al g 1.4 for T(Av,s,1,0). Con-
sider choosing V', S, and T uniformly at random over all
admissible choices of these sets. Lemma 3.5 implies that,
with all but exponentially small probability, A} g1, Wwill
not encounter allocation x5 on input U (where the proba-
bility is taken over the choice of sets and any randomness in
the transformation). Furthermore, Lemma 3.4 implies that,
with all but exponentially small probability, A} g1, will
not encounter allocation x7 on input V. We conclude that
there exists an admissible choice of sets V', S, and T such
that, with all but exponentially small probability, Ay 5 7 4
will not encounter allocation x% on input U nor allocation
X7 on input V.

Fix this choice of V', S, and T. In the exponentially un-
likely event that Ay ¢ 1, (U) encounters xg or AY g 7.0 (V)
encounters x7, algorithm Ay, ¢, can obtain a welfare of
at most [V| = n"/? on input V.

Suppose now that this exponentially unlikely event does
not occur. We then have that, on input U, A/V,S,T,a can
allocate at most « to each agent in U in expectation (using
the fact that o > 7). Then, since Ay 57, is incentive
compatible, Claim 3.3 implies that A&Sma must allocate
at most a to each agent in U on input V.

On input V, Ay, 5 7., will not encounter allocation x5 and
thus is unaware of the value of a. Thus, to ensure incentive
compatibility, Ay 57 ;(V) must allocate at most n~?0 to
each agent in U. It therefore obtains a welfare of at most
|V|n_1/20 4t S 711/5 _"_nS/lO.

We conclude that the expected welfare of A}, g1, on in-
put V (over all events) is at most n%2°, whereas a total of
[V| = n"/2° is possible with allocation x%. Thus AvsTa
—1/20

(|
4. A LOWER BOUND FOR MAKESPAN

We now consider the makespan objective, which differs
from the welfare objective in that it is not linear in agent
values or allocations, and in that it is a minimization prob-
lem rather than a maximization. We will show that black-
box reductions for approximation algorithms for makespan

has a worst-case approximation of n
has an approximation factor of 1/6.

, whereas Ay, s 1.1
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are not possible even if we relax the notion of truthfulness to
Bayesian incentive compatibility and relax the performance
measure to expected makespan with respect to the known
prior distribution.

In a Bayesian setting, the makespan problem can be de-
fined as follows. There are n selfish machines (i.e. agents)
which must be allocated a set of m jobs. Each agent has a
private parameter or value v; representing its speed. If ma-
chine 7 is allocated jobs with a total length x;, the finishing
time of machine 4 is x;/v;. The selfish objective of a ma-
chine is to maximize its payment minus its finishing time.
The makespan of allocation x given speeds v is the maxi-
mum finishing time of any machine: ¢(x,v) = max; 2. The
social objective is to output an allocation that minimizes the
makespan. An instance of the (Bayesian) makespan prob-
lem is given by a feasibility constraint F specifying the set
of permissable allocations and a value distribution F of ma-
chine speeds. Given an algorithm A, we use #(A) to denote
its expected makespan with respect to F. Our main result is
that any BIC transformation 7 must degrade the expected
ma%{espan of some algorithms by a polynomially large fac-
tor’.

THEOREM 4.1. There are constants ci,ca2 such that, for
any polytime black-box BIC transformation T, there is an
instance (F,F) of the makespan problem and an algorithm
A with $(A) < c1 and $(T(A)) > can'/* forn large enough.

Our proof of this theorem is based on an instance in which
machines have just two potential speeds, fast or slow, drawn
uniformly at random, and jobs are of just two types, long
or short. There are a small number of long jobs and a large
number of short jobs. One of the many good algorithms for
this instance simply assigns one job per machine, trying to
give long jobs to fast machines and short jobs to slow ones.
So long as the distributions of speeds is typical (i.e., con-
centrated around the expectation of half fast and half slow
machines), there are enough machines of each type and so
this algorithm has low expected makespan. On the other
hand, the algorithm is highly non-monotone: since there are
only a small number of long jobs, the expected allocation of
the fast machines is very small, whereas the large number of
short jobs means the expected makespan of slow machines
is larger (for an appropriate setting of parameters). Any
transformation that fixes this non-monotonicity must either
increase the allocation to fast machines or decrease the allo-
cation to slow machines. The crux of our argument is that
any such fix necessarily increases expected makespan by a
polynomially large factor. Intuitively, on a typical input
vector of machine speeds, the transformation may either: 1)
query the algorithm on a vector in which the speeds of some
fast machines are swapped with the speeds of some slow ma-
chines, or 2) query the algorithm on a vector that is atyp-
ically unbalanced. In case 1), the transformation’s hope is
that the returned allocation will give short jobs to machines
that appear slow but are truly fast while simultaneously not
allocating long jobs to machines that appear fast but are
truly slow. We show that in order to sufficiently increase
the expected allocation of fast machines, the transformation
would have to swap a very large number of machine speeds

"For simplicity of exposition, we prove a gap of Q(n'/*),
however, our construction can be tweaked to obtain a gap
of Q(n/27%) for any § > 0.



and so exposes itself to a high risk of giving a long job to
a slow machine. Hence the expected makespan of each re-
turned allocation is high. In case 2), our algorithm returns
a uniformly random allocation which does significantly in-
crease the allocation to fast machines. However, as before,
there is a significant chance that some truly slow machines
receive long jobs and drastically increase the makespan of
the transformation.

We now provide the details of the proof suggested by this
intuition.

Problem Instance: We will consider the following in-
stance (F,F) of a makespan minimization problem. Let
a < n'? be a parameter to be determined later. The
value distribution F will be the uniform distribution over
{1, a}". That is, every value (i.e. speed) v; is 1 or o with
equal probability. There will be n'/? jobs of length o and
n/2 +n®* of length 1. Our feasibility constraint F will be
that each machine can be assigned at most one job. That is,
F C {0,1,a}", and a vector in {0,1,a}" is feasible if and
only if it contains n'/? entries with value a and n/2 4+ n®/*
entries with value 1.

The Algorithm: Our algorithm A is described as Al-
gorithm 2 below; we think of 4 as an approximation al-
gorithm for problem instance described above. Roughly
speaking, A behaves as follows. Recall that A takes as in-
put a vector of speeds v € {1,a}". Given input v, write
H(v) = {i : v; = o} for the set of machines that declare
the high speed a. The behaviour of A will depend on the
size of set H(v). If [[H(v)| — 3n| < n®* (ie. if [H(v)| is
close to its expectation), then A will allocate a short job
to each machine in [n]\H (v), and will allocate the y/n long
jobs as well as any remaining short jobs (of which there are
t=1in+ n3/* — |H(v)| < 2n/*) to the machines in H(v),
uniformly at random. Otherwise, if |H(v)]| is not close to its
expectation, A will ignore the reported speeds and return an
allocation chosen uniformly at random from all allocations
that assign at most one job to each machine. Although we
describe A as a randomized algorithm, we remark that Theo-
rem 4.1 holds even when A is restricted to be a deterministic
algorithm®.

For any v, let H(v) = {i : v; = o} be the set of high speed
agents. Let C denote the event that tn — n3/* < |H(v)| <
%n + n®/*, over randomness in v. We think of C as the
event that the number of high-speed agents is concentrated
around its expectation. We note the following immediate
consequence of Chernoff bounds.

OBSERVATION 4.2. Pry[C] > 1 —2¢"/"/4,

This allows us to bound the expected makespan of A.

LEMMA 4.3. $(A) < 1+ 2ae /4,

Proor. Ifevent C occurs, then A returns an allocation in
which each agent ¢ with v; = 1 receives allocation at most 1.
Since each agent with v; = « also receives allocation at most
«, we conclude that if event C' occurs then the makespan of

8In particular, if we consider the ensemble of determinis-
tic algorithms defined by taking all possible settings of the
random variables in Algorithm 2, then a straightforward ex-
tension of our results shows that, for every transformation,
Theorem 4.1 holds for at least one algorithm in the ensem-
ble.

Algorithm 2: Allocation Algorithm A
Input: Vector v € {1,a}"
Output: An allocation x € F
1 H+{i:v;=a};
2 if in—n¥* < |H| < in+n** then

3 te%n+n3/4f|H|;

4 Choose set S C H with |S| = n~'/2 uniformly at
random;

5 Choose set T'C H \ S with |T'| = t uniformly at
random;

6 for i ¢ H do z; «+ 1;

7 for i € S do x; + «;

8 foriec T do z; + 1;

9 forie H\ (SUT) do z; < 0;

10 else

11 Choose set S C [n] with |S| = n'/? uniformly at
random,;

12 Choose set T C [n] \ S with |T| = n/2 4+ n*/*
uniformly at random;

13 for i € Sdo z; + o

14 for i€ T do x; < 1;

15 for i ¢ S,i ¢ T do z; < 0;

16 end

17 return x
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A(v) is at most 1. Otherwise, the makespan of A(v) is
trivially bounded by «. Since Observation 4.2 implies that
this latter case occurs with probability at most 26_"1/4/ 4

the result follows. [

Transformation: Let 7 denote a BIC transformation
that can make at most €™ /2 black-box queries to an algo-
rithm for makespan. Write 7 (A) for the mechanism induced
when T is given black-box access to an algorithm 4. Recall
that we can assume 7 (A) can only return an allocation that
it observed during black-box queries to algorithm A.

Let pyaa denote the probability, over v, 7, and A, that
T (A) returns an allocation with makespan «. We will show
that if 7 (.A) is BIC, then ppeq must be large; this will imply
that the expected makespan of T (A) will be large as well.

Intuitively, the reason that A4 is not BIC is that low-speed
agents are often allocated 1 while high-speed agents are often
allocated 0. In order to fix such non-monotonicities, 7 must
either increase the probability with which 1 is allocated to
the high-speed agents, or increase the probability with which
0 is allocated to the low-speed agents. We will prove that a
sufficiently large increase to these probabilities must imply
that ppeq is large as well.

We first show that, if approximately half of the machines
are fast, then 7 (A) is unlikely to find an allocation that
allocates 0 to many slow machines but allocates long jobs
only to fast machines.

LEMMA 4.4. Suppose v satisfies |[H(v)| — 2n| < n3/4,

and let random wvariable x denote the allocation returned
by T(A,v). Then the probability that ¢(x,v) < « and at
least n®/* agents satisfy vi = 1 and z; = 0 is at most
(In 4)67’”1/4/2.

PRrROOF. Let B denote the (bad) event, over randomness
inv, T, and A, that 7 (A) returns an allocation with makespan



a. Let U(v) be the event that, on input v, 7 (A) returns an
allocation x in which at least n®/4 agents satisfy v; = 1 and
z; = 0. Recall that C' denotes the event that %n —ndt <
|H(v)| < +n+n3/*, over randomness in v.

Fix input v and suppose that event C AU(v) A =B occurs.
Then v satisfies the event C, and moreover event U(v) A—B
occurs. Recall that 7 only returns an allocation that A
outputs on a query v'. We will refer to a query of A on
input v’ as a successful query if it returns an x that satisfies
U(v) A —B. Let us bound the probability of a single query
being successful. Let t; denote the number of agents with
v; = 1. Then C implies t; > n/2 — n3/*,

First suppose that v/ does not satisfy the event C. That
is, the number of high speed agents in v’ is far from its mean
n/2. Then each of the ¢t; agents has an n~Y/2 probability of
being allocated « (from the definition of A). The probability
that none of the t; agents is allocated a load of « is at most
(1- n_l/g)t1 < e_"1/4

On the other hand, suppose that v’ satisfies the event C.
Then U(v) implies that at least t2 > n®/* agents satisfy
v; = 1 and v;’ = «, since only agents for which v,/ = «
can be allocated 0. In this case, each of these t2 agents
has probability at least n~!/? of being allocated a. The
probability that none of them is allocated a load of « is at

—_ _npl/4
most (1 —n~Y/2)2 < g7,

In either case, the pr/obability that a single query is suc-
nl 4

cessful is at most e~ Transformation 7 can make at

1/4 . . .
most e™ ' /2 queries on input v. We will now bound the
probability that any one of them is successful. Since the
allocations returned by A on any two queries are indepen-
dent, we can think of the ent/t /2 queries as independent
trials that are successful with probability at most et
Thus, the probability that at least one of these queries is
successful is at most

1—(1- e—n1/4 /2 11— e—n1/4)e"1/4e—ﬂr1/4/2
nlldy
<1-(1/4)°
_nl/4
:1_(1/6)(1n4) /2
1/4/2

as required. [

Now consider the probability with which 7 allocates a
given job to an agent. For agent ¢, value v, and allocation
x, write pf(v) = Prv_, a,7[zi(v,v—;) = z]. That is, pf(v)
is the probability that, conditioned on agent i’s value being
v, T(A) allocates = to agent 4.

We can express the fact that 7 satisfies BIC in terms of
conditions on these probabilities (Lemma 4.5 below): either
p?(1) should be large or one of p;(c) and pf*(c) should be
large.

LEMMA 4.5. Let x be the allocation rule of T(A). Then if
zi(1) < zi(a), pP(1) < 1/3, and pi(a) < 1/3, then p$(a) >
3/a.

PROOF. Since p{(1) < %, we have z;(1) > 2. Since
pi(a) < %, we have z;(a) < 1 + pf(a)a. We conclude
that 2 < 2 4 pf*(a)a which implies the desired result. [J

1 2

On the other hand, in Lemmas 4.6, 4.7, and 4.8, we will
show that on average over all agents, each of these probabil-
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ities (p?(1), pi(a), and p¢()) is small if ppaq is small. The
proofs of these lemmas are deferred to the end of this sec-
tion. In Lemma 4.9 we put these results together to argue
that preq must be large.

LEMMA 4.6. 5= 3. pf(a) < nT.
1 0 —1/4 —nlt/4/2
LEMMA 4.7. 5-3 . p;(1) < n + Prad + (Ind)e .

LEMMA 4.8. % > pl(a) < 3n_1/4+pbad+(ln 4)6‘”1/4/2+
_1/4
2¢™ " /4.

We can now derive a lower bound on ppeq: since one of
pY(1), pi(a), or p§(c) must be large, the bad event of allo-
cating a long job to a slow machine must occur with non-
negligible probability.

LEMMA 4.9. If T is a BIC transformation, then ppaq >
n~Y4(1 - o(1)).

Proor. We know that, for each i, either pJ(1) > 1/3,
pi(a) > 1/3, or p¥(a) > 3/a. So one of these inequalities
must be true for at least one third of the agents, and hence
one of the following must be true:

1
> > pl(1) >1/18

1
o ZP%(Q) >1/18

1

2n

Zp?(a) > 1/2a.

Suppose first that the third inequality is true. Lemma 4.6
implies

n"% >1/2a

which is a contradiction, since o = inl/Q.

Suppose the first inequality is true. Then by Lemma 4.7 we
know

Pbad 2 1/18 — n*1/4 _ (ln 4)e,,nl/z;/2

which implies the desired result for sufficiently large n (as
the right hand side is at least a constant for large n, whereas
nV4 _9e=m"*/4 _(In4)e=""""/2, from the statement of the
lemma, vanishes as n grows).

Finally, suppose the second inequality is true. Then we know
from Lemma 4.8

Prad > 1/18 — 5n~ Y4 — 2(Ind)e ™72 _ ge—n'/"/4
O

which again implies the desired result.

To complete the proof of Theorem 4.1, note Lemma 4.9
implies $(T(A)) = 1 + appaa = Qn'/*). Since $(A) = 6(1)
(Lemma 4.3), 7 degrades the expected makespan of A by a
factor of Q(n'/4).

Proofs of bounds on the allocation probabilities.
To conclude the analysis, we now present proofs of Lem-
mas 4.6, 4.7, and 4.8.



Proof of Lemma 4.6 : Note that, for any v, exactly n'/?
agents are allocated a by A. Thus, keeping v fixed, we have

%ZPr[(vi =a) A (zi(a,v_) = a)] < !

_(nl/Q) — 71_1/2.
n

We conclude, taking probabilities over all v, that
1 N _
o @) <0

O

Proof of Lemma 4.7 : For each input vector v, either
event —U(v) occurs, event B occurs, event —=C' occurs, or
event C' A U(v) A =B occurs. Event —U(v) by definition
gives us a bound on the number of agents with value 1 that
receive an allocation of 0. So conditioning on this event (and
keeping v fixed) we have

LS Pr(s = 1) A (@i(1,v—i) = 0)] < ~n®/* = p V4,
n - n

Thus, taking probabilities over all v and using Lemma 4.4,
we have

% STp0) < 04 PrlB] + Pr{-C]

+ Pr[C AU(v) A—Bl|v]
<n Y* 4 Pr[B] + 2e /"4 4 (In 4)(37"1/4/2
as required. [

Proof of Lemma 4.8 : Let us first fix v and condition
on the event =B A =U(v) A C. Suppose that T(A) returns
an allocation x that is returned by A on input v'. Let
us consider whether v’ satisfies event C. Note that, as in
the proof of Lemma 4.4, the probability that 7 is able to
find an allocation v’ that does not satisfy event C' and for

which event B does not occur is at most e~ /2. Thus
the probability that =B A =U(v) A C occurs and moreover
v’ does not satisfy event C is at most (In 4)6_”1/4/2. Given
that this (unlikely) event does occur, the number of agents
satisfying v; = o and z; = 1 is at most n/2 + n3/* < n.

Next suppose that v’ does satisfy event C. Recall that we
wish to bound the number of agents for which v; = « and
z; = 1. Note, from the definition of 4, that at most 2n>/*
agents can have v;’ # 1 and x; = 1. So what remains is to
bound the number of agents for which v; = o and v;" = 1.
Since v also satisfies event C, we have

—2n** < |H(v)| — [H(V))| < 2n®/*.

Furthermore, =U (v)A—B implies that |H (v')\H (v)| < n®/%.
Combining with the inequalities above, we conclude that
|H(V)\H (V)| < 2n** + n3/* = 3n*/*. Note that this is a
bound on the number of agents such that v; = o and v;" = 1.
We conclude that the number of agents such that v; = o and
x; = 1 is at most 3n3/4 + on3/t = 5p3/4,

We conclude that, conditioning on event =B A -U(v) A C
and keeping v fixed, we have

%Z Pr[(vi = a) A (zi(a,v_;) = 1)]

<

%(Sns/4 + n(ln 4)6_"1/4/2).
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Thus, taking probabilities over all v and all events and using
Lemma 4.4, we have

2L Sp2(1) < 504 4 (in4)e 2 4 Pr(B]
n =

+ Pr[C AU(v) A=B|v] + Pr[=C]
< 507 4 Pr[B] + 2(lnd)e "1 /2 4 ge /A
as required. [

4.1 Symmetric Feasibility Constraints

Throughout this section, we have assumed that a transfor-
mation can only return allocations that it observes by query-
ing the given algorithm on some input. While this captures
the notion of a black box transformation, in some settings it
may be reasonable to assume that the feasibility constraints
exhibit some basic structure that could be exploited by a
transformation. One such natural assumption is symmetry:
if an allocation (z;) is feasible, then for any permutation 7 of
the agents, (2.(;)) is also feasible. Symmetry occurs in any
environment in which agents are treated anonymously, for
example. In this section, we question whether one can cir-
cumvent the previous negative result in certain environments
by allowing the transformation to leverage knowledge of the
structure of the feasibility constraints. We will see that a
negative result similar to Theorem 4.1 holds even when the
transformation can exploit symmetry, if we consider envi-
ronments in which agent values are not drawn from identi-
cal distributions. In other words, symmetry and identically-
distributed priors are in some sense complementary. We
leave as an open question whether there exist transforma-
tions with small loss in makespan for environments with
identically distributed agent types and symmetric feasibility
constraints.

We first note that if we allow our transformation to as-
sume symmetry, then there is a trivial transformation for
Algorithm 2 presented in the previous setting: given an in-
put, the transformation queries the algorithm on that input,
sorts the machines in the input by speed (breaking ties lex-
icographically), sorts the allocations returned by the algo-
rithm by size, and then assigns each machine an allocation
in this order (i.e. so that the fastest machines are assigned
the greatest loads). This transformation is clearly monotone
and preserves the makespan.

Our negative result for symmetric feasibility constraints
is based on a construction very similar to the one in the
previous section. Each machine will have a slow speed and
a fast speed, as well as a small job and a large job. We use an
environment with non-identically distributed values to vary
the notions of slow and fast and small and large in order
to create instances where allocations can not be permuted
without significantly increasing the makespan.

Problem Instance.

There are 2n machines myq, ..., m, and mj, ..., m,,. Ma-
chine m; has speed v; chosen uniformly from {a3¢, 31},
where we will choose a@ = %nl/Q. Machine m) has speed
a®*?. We refer to the machines m; as the “type-1” ma-
chines and the machines m; as the “type-2” machines.

There are 3n jobs: one each of size o, 0> !, and «
for 1 < i < n. Our feasibility constraint allows each machine
to be assigned at most three jobs. We will refer to the jobs

3i+2



of sizes & and %!

a2 as “type-2” jobs.

as “type-1” jobs, and the jobs of sizes

The Algorithm.

Our algorithm will be a slight modification of Algorithm 2
from the previous setting; we will only briefly describe the
differences. The type-1 jobs and machines correspond to
the jobs and machines used in the setting of Algorithm 2.
We define the high speed machines to be the set H = {i :
v; = &®1}; note that H consists only of type-1 machines.
Whenever Algorithm 2 assigns machine i a job of length «,
our modified algorithm will instead assign machine m; a job
of length ™. Similarly, whenever Algorithm 2 assigns
machine ¢ a job of length 1, our modified algorithm will
instead assign machine m; a job of length a®'. For each i,
we will assign machine m/ the unallocated jobs among those
of size a®*, a**!, and o312,

The extra power granted to a transformation in the sym-
metric setting is that it can modify allocations returned by
the original algorithm: given an observed allocation (z;)
and permutation 7, the transformation can return alloca-
tion (2r(;). However, note that our algorithm is designed
so that, for every input vector (v;) and associated allocation
(x;), and every i’ > i, it is the case that z,/v; > a. This
implies that, for every observed allocation (x;) and permu-
tation 7 that is not the identity, the makespan of allocation
(Zr@iy) is always at least a. (This uses the fact that, for
every non-identity permutation m, there exists some i such
that (i) > 7). We conclude that a transformation cannot
make use of the symmetry assumption to reduce the proba-
bility with which it returns allocations with makespan a.

As in the analysis of Algorithm 2, the makespan of this
algorithm is dominated by that of the “typical” case in which
the number of high speed and low speed machines is approx-
imately balanced. In this typical case, the makespan is con-
stant. The atypical case, which occurs with exponentially
small probability by the Chernoff bound, has makespan at
most & = 0(n/?), and hence the expected makespan due to
this atypical case is constant. On the other hand, any BIC
black-box transformation that performs a sub-exponential
number of queries has approximation factor at least a. This
is because, as discussed above, the transformation cannot
make use of the symmetry assumption without generating
allocations with makespan «. Since the transformation can-
not make use of symmetry, our previous analysis for the
proof of Theorem 4.1 applies and we obtain the following
similar impossibility result.

THEOREM 4.10. There are constants ci,ca such that, for
any polytime black-boxr BIC transformation T for symmetric
problem instances, there is a symmetric instance (F,F) of
the makespan problem and an algorithm A with ¢(A) < ¢
and $(T(A)) > can/* for n large enough.

We note that our construction involves agent values that
lie in the range [1, ne(")]7 and that our approximability gap
is polynomial in n. The multiplicative loss in expected
makespan is therefore logarithmic in the range of values that
can be assumed by the agents. We leave open the question of
whether our construction can be modified so that the loss in
approximation factor can be made independent of the input
value space for symmetric settings.
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5. THE LIMITATIONS OF IRONING

As mentioned earlier, BIC transformations can preserve
social welfare in expectation through a technique known as
ironing. One of the properties of the social welfare objec-
tive that allows such a transformation where one cannot
exist for makespan is that the objective function is additive
across agents. This allows a transformation to focus on each
agent individually while taking an aggregate view over other
agents and preserving the performance with respect to the
respective component of the objective function alone. Can
such a per-agent ironing approach be applied to other objec-
tives, for example those that are additive across agents (but
otherwise non-linear)? In this section we answer this ques-
tion in the negative: informally, any kind of non-linearity in
the objective leads to a loss in approximation that is related
to the degree of non-linearity and can be made arbitrarily
large.

The ironing approach of [12] and [11] can be described
as follows: for each agent ¢ they construct a mapping o;
from the value space of i to itself, and on input v return
the output of the algorithm on o(v) = (o1(v1),02(v2), - ).
The mappings o; ensure the following three properties:

(P.1) the mapping preserves the distribution over values of
2

(P.2) the expected allocation of agent ¢ upon applying the
mapping, i.e. z;(0;(v;)), is monotone non-decreasing
in v;, and,

(P.3) the contribution of agent 4 to the overall social welfare
is no worse than in the original algorithm.

(P.1) coupled with (P.2) implies that the transformation is
BIC. (P.3) implies that the social welfare is preserved in
expectation. Furthermore, the benefit of this approach is
that if each agent’s value space is single-dimensional or well
structured in some other way, the computational problem of
finding the mappings o; becomes easy. We call any mapping
g that satisfies the properties (P.1) and (P.2) a per-agent
ironing.

Our claim is that for any objective function that is non-
linear in the agents’ allocations, there exists an instance such
that for any per-agent ironing suffers a loss in performance
that depends on the degree of non-linearity in the function.
Our argument make use of randomness in the original (non-
truthful) algorithm. This is essentially without loss of gen-
erality: from a single agent’s point of view, the algorithm’s
outcome, dependent on others’ a priori random values, ap-
pears random. Through most of this section we focus on a
single agent setting.

We first deal with maximization problems, max E,[h(z,v)],
where the function h is an increasing function of the allo-
cations and values. (Note that maximizing a function that
is either decreasing in allocations or in values leads to a
non-monotone objective.) Our gap construction depends on
whether the function displays convexity or concavity. We
argue the convex case; The concave case, which is quite sim-
ilar, is left as an exercise to the reader.

We begin by defining two definitions that the function h
must satisfy in order for ironing to fail:

DEFINITION 5.1. A function h is said to be a-convex
with respect to a random variable X at v if Eh(X,v)] >
ah(E[X],v).



DEFINITION 5.2. A function h is said to be a~-responsive

with respect to v at x if there exists a value v’ such that
h(z,v) > ah(z,v").

The first definition is a quantitative version of Jensen’s in-
equality and essentially quantifies the function’s departure
from convexity. The second asserts that the function is “re-
sponsive” to the agent’s value. For example, consider the
function h(x,v) = vz? defined over x,v € [0,1] and con-
sider the random variable X that takes on values 0 and
1 with equal probability. Then, E[h(X,v)] = 0.5v and
h(Ez],v) = 0.25v. Therefore, the function is 2-convex with
respect to X at any v. Moreover, it is a-responsive with
respect for any o > 0 to any v at any x. On the other hand,
the function h(z,v) = v(x + 10)? defined over z,v € [0, 1] is
not very convex with respect to the random variable X de-
fined above: E[h(X,v)] = 110.5v and h(E[X],v) = 110.25v.
In fact this function admits a good linear approximation
given by v(21x + 100); the ratio between the two functions
is at most 1.002 within the range z,v € [0, 1].

It should be immediately evident that both properties are
necessary to show that ironing degrades the performance
of an approximation algorithm. Indeed, an objective func-
tion that is not sensitive to the agents’ values can be ironed
because no permutation of allocations across values can af-
fect the objective by too much. Likewise, a function that
is nearly linear everywhere can be ironed because ironing
maximizes a linear approximation to the function. We re-
mark that for our argument it is sufficient for the function
to satisfy the two properties over some appropriate interval
rather than everywhere.

We are now ready to prove our claim.

THEOREM 5.3. Let h be a continuous increasing function
of x and an increasing function in v. Suppose that there ex-
ists a value v and a random variable X in the support of the
function such that h is a-convex with respect to X at all val-
ues and o-responsive with respect to v at any allocation in
the support of X. Then there exists a distribution over agent
values and an algorithm A such that any transformation that
performs a per-agent ironing of the allocation function of A
obtains objective function value a factor of Q(a)) worse than

that of A.

PROOF. Lete = 1/a. Let Z = E[X] and h(v) = E[h(X,)].

Let v < v be a value such that h(z,v) > 1/€*h(z,v’)
for all « in the support of X. Let 2’ > Z be such that
h(z',v") < (1 + e)h(Z,v") and h(z’,v) < (1 + €)h(Z,v). The
continuity of h implies that x’ exists. The main idea behind
the proof is the following. In terms of the objective function
h, an allocation of 2’ is much worse than a randomized allo-
cation of X. However, the expected allocation in the latter
case is Z which is smaller than z’. We will now define an
instance where the ironing is forced to replace a randomized
allocation of X by an allocation of z’, thereby hurting the
objective function value.

Consider an instance in which the agent’s value is v with
probability 1 — € and v otherwise. A is defined as follows.
When the agent reports a value of v’, the algorithm allo-
cates =’ to the agent. When the agent reports a value of v,
the algorithm allocates according to X. Now the expected
allocation at v is Z < z’, and therefore ironing is necessary.
Suppose that the tranformation maps the value v’ to v with
probability z/(1 — €) for some z. Then, to preserve the dis-
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tribution over values, we must have z < € and v must get
mapped to v’ with probability z/e.

How large does z have to be to fix the non-monotonicity?
The new expected allocation at v’ is z/(1—€)Z+ (1—2z/(1—
€))z’, while the new expected allocation at v is (1 — 2/€)T +
x'z/e. Setting the former to be no larger than the latter,
and rearranging terms, we get

z/(l—€)+z/e>1

implying z > €(1 — ¢).

Let us now compute the objective function value. The
original objective function value is (1 — €)h(z’,v") + eh(v) >
eh(v). The new objective function value is given by

(1-¢) <ﬁﬁ(v') + (1 - ﬁ) h(x’,v’))
+ efh(x’,v) +e (1 - f) h(v)
< (1— A+ 2(1+ (T, v) + e (1 - E) h(v)
< E(1—h) + (1 + €)h(v) 4+ €h(v)
< 4€2h(v)
Here the first inequality follows from the fact that h(z',v’) <

(1+e)h(z,v") < (1+€)h(v') and h(x’,v) < (1+€)h(Z,v); The
second follows from h(v') < €2h(v), h(z,v) < eh(v), z < ¢,
and z > €(1 —€). This implies that any mapping o that
preserves the value distribution and achieves monotonicity
must achieve an approximation fator of Q(1/¢). O

We next consider algorithms for minimization problems
of the form minE,[h(z,v)], where the function h is non-
decreasing in x and non-increasing in v. Once again we
focus on the case where h is convex in x; the concave case
is similar and we skip it.

THEOREM 5.4. Let h be a continuous increasing function
of x and a decreasing function inv. Suppose that there exists
a value v and a random variable X such that h is a-convex
with respect to X at v and a-responsive with respect to v
at any allocation in the support of X. Then there exists a
distribution over agent values and an algorithm A such that
any transformation that performs a per-agent ironing of the
allocation function of A obtains objective function value a
factor of Q(«) worse than that of A.

PROOF. Let € = 1/a. Let v' > v be a value such that
h(z,v) > 1/eh(z,v") for all z in the support of X. Consider
an instance where the agent’s distribution is uniform over
{v,v'}. Let T = E[X]. Let ' > Z be such that h(z’,v) <
(1 + €)h(z,v). Let h(v) = E[h(X,v)].

The algorithm A is defined as follows. At v, the algorithm
returns =’. At v, the algorithm returns X. The expected
allocation at vs is Z, and therefore the allocation is non-
monotone. Suppose that the tranformation maps v to v’
with probability z and vice versa. Then it is easy to see
that z > 1/2.

Now let us compute the objective function value. The ob-
jective function value of the original algorithm is 1/2h(z’,v)+
1/2h(v") < 1/2(1 + €)eh(v) + 1/2¢h(v) = (1 + ¢/2)eh(v).

On the other hand, we can bound from below the objective
function value of the transformed mechanism by considering
the term corresponding to value v when the allocation is
randomized according to X (an event that happens with



probability at least 1/4). The new objective function value
is therefore at least 1/4h(v). This proves the theorem. []

Finally, we remark that while our arguments above fo-
cused on settings consisting of a single agent, it is straight-
forward to extend the argument to settings that involve mul-
tiple agents—essentially, we can construct instances where
a single agent makes a large contribution to the algorithm’s
(and transformation’s) performance, and the allocations and
therefore contributions of other agents to the objective func-
tion are fixed. We leave the details to the reader.
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