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## 1 Exponentiation Problems

There are a number of important algebraic problems that enjoy efficient sequential solutions, but for which the existence of much more efficient parallel solutions is currently unresolved. To put this rather imprecise statement in technical terms, those problems that we wish to consider are in $P$, but it is not known whether or not they are in $\mathcal{N C}$. Two such problems are particularly important because of their many applications. They are the computation of greatest common divisors, and modular integer exponentiation. This work is motivated by the latter.

Given $n$-bit integers $a, c$, and $m$, the problem of Modular Integer Exponentiation is to compute $a^{e} \bmod m$. To illustrate its many applications, we list here some problems that are NC-reducible to Modular Integer Exponentiation (but whose membership in NC is likewise unresolved):

1. primality testing (by a slight variation of the MillerRabin algorithm [14,16]; in this application, the reduction to Modular Integer Exponentiation is probabilistic),
2. computation of the encryption and decryption functions in Rivest, Shamir, and Adleman's public key cryptosystem [17],
3. inverse computation modulo any prime,
4. Chinese remaindering with respect to prime moduli [3],
5. quadratic residuosity modulo any prime [3], and
6. extraction of square roots modulo any prime congruent to 3 mod 4 [15].
[^0]It is easy to show that there is a polynomial time algorithm for Modular Integer Exponentiation [3], but it is unknown whether it is in $\mathcal{N C}$, complete for $P$, or neither [6]. Von zur Gathen [11] approached this problem by showing that it does have an extremely efficient parallel solution for the special case in which all prime factors of the modulus $m$ are polynomial in $n$; note, though, that this is not the case in any of the applications listed in the previous paragraph.

Borodin (see [11]) proposed a variant of the problem that is closer to ordinary integer exponentiation: given $n$ bit integers $t, a$ and $e$, the Integer Exponentiation problem is to compute the $t^{\boldsymbol{t}}$ bit of $a^{2}$. It is no longer clear that this problem is even in $\rho$, since the repeated squaring method that works for Modular Integer Exponentiation would have to contend with the exponential length of intermediate values.

The $n$ low order bits of $a^{e}$ can be determined by computing $a^{e} \bmod 2^{n}$, using von zur Gathen's algorithm. Alt [1] has shown that the high order bits of $a^{e}$ can also be computed quickly in parallel. This is done by using a truncated Taylor series to approximately compute $\ln a$, multiplying by $e$, and then using a truncated Taylor series to approximately compute $\exp (e \ln a))$.

In this work, we seek a better understanding of the parallel complexities of these exponentiation problems by transcribing them from the integer domain into a polynomial domain: if one thinks of the $n$ bits of $a$ (and the $n$ bits of $m$, in the Modular Integer Exponentiation problem) as $n$ coefficients of a polynomial over $\boldsymbol{Z}_{2}$ (the ring of integers modulo 2), the transcribed problems are polynomial exponentiation problems over $Z_{2}$. The benefit of this transcription is that it eliminates the complication of "carries" which arise in the integer versions, allowing us to concentrate on the fundamental exponentiation operation.

These polynomial problems will now be defined precisely, doing so with respect to a general finite field $F$ rather than the specific field $\boldsymbol{Z}_{\mathbf{2}}$ :

- Modular Polynomial Exponentiation: Given polynomials $a(x), m(x) \in F[x]$, each of degree at most $n$, and an $n$-bit integer $e$, compute $(a(x))^{4} \bmod m(x) \in$ $F[x] /(m(s))$.
- Polynomial Exponentiation: Given a polynomial $a(x) \in F[x]$ of degree at most $n$, and $n$-bit integers $e$ and $t$, compute the coefficient of $x^{t}$ in $(a(x))^{\bullet} \in F[x]$.

As further motivation for studying exponentiation problems in this polynomial domain, note that the Modular Polynomial Exponentiation problem arises in Berlekamp's algorithm for factoring polynomials over finite fields [5]. Von sur Gathen [9] demonstrates a random NC algorithm for factoring polynomials over finite fields along these lines.

Modular Polynomial Exponentiation certainly has a polynomial time solution, analogous to the repeated squaring solution for Modular Integer Exponentiation. Polynomial Exponentiation, on the other hand, is like Integer Exponentiation, in the sense that a polynomial time solution is not evident, due to the exponential degree of intermediate polynomials. To make matters worse, Rabin and Valiant [personal communication] have observed that the following variant of Polynomial Exponentiation is \#P. complete:

1. The computation takes place over the integers.
2. The polynomial $a(x)$ may have degree up to $2^{\text {n }}$, but still has only $n$ nonzero terms.
3. The exponent $e$, rather than having $n$ bits, need only have value $n$.

## (Details of this result are given in Section 7.)

Section 3 describes a method for solving the Modular Polynomial Exponentiation problem, demonstrating that for fields whose characteristic is polynomial in the problem size, this problem is in $N C^{3}$. If the order of the field is restricted to be less than some constant, the problem is in $N C^{2}$. In the special case when the modulus $m(x)$ is irreducible over $\boldsymbol{Z}_{p}$, this problem is equivalent to exponentiating elements in the large finite field $Z_{p}[x] /(m(x))$. It is interesting to contrast this with one of von sur Gathen's results [11, theorem 2.3], which shows the impossibility of such a fast parallel algorithm for exponentiation in large finite fields when the elements of that field must be treated atomically. The result of Section 3 has applications to inverse computation, quadratic residuosity, and the extraction of square roots in large finite fields.

In Sections 4 and 5, it will be demonstrated that the Polynomial Exponentiation problem over $\boldsymbol{Z}_{2}$ not only has a polynomial time solution, but is in fact in $N C^{2}$. This result will follow from a reduction to the problem of counting the number of representations of $t$ in a certain system of redundant representations of the integers, a combinatorial problem that is interesting in its own right. This result is generalized in Section 3 to fields of constant order. We also show that, for fields whose characteristic is polynomial in the input size, the Polynomial Exponentiation problem is in $N C^{3}$. the problem is in $N C^{2}$.

## 2 Preliminaries

We begin with a short description of notation and some properties of finite fields. Throughout the paper, $\mathcal{N}$ denotes the set of nonnegative integers and $\boldsymbol{Z}$ denotes the ring of integers.

If $F$ is a finite field, we use $p$ to denote its characteristic and $q=p^{\ell}$ to denote its order. The finite field of order $p$ is $Z_{p}$, the ring of integers modulo $p$. The usual way to represent an element of this field is as an integer between 0 and $p-1$, written in binary.

The field of order $p^{\ell}$, for $\ell>1$, can be described as $Z_{p}[y] /(g(y))$ where $g(y) \in Z_{p}[y]$ is a monic irreducible polynomial of degree $\ell$. Elements of this field are represented by polynomials in $\boldsymbol{Z}_{\boldsymbol{p}}[y]$ of degree at most $\ell-1$; i.e. if $f \in Z_{p}|y| /(g(y))$, then $f=\sum_{i=0}^{l-1} f_{i} y^{i}$ where $f_{i} \in Z_{p}$ for $0 \leq i \leq \ell-1$. We specify a field as part of the input by providing $p$ and $g(y)$.

The key property of finite fields that we require in this paper is their "nice" binomial theorem:

Proposition 1 Let $F$ be a field with characteristic $p$. If $a(x)$ and $b(x)$ are elements of $F[x]$, then $(a(x)+b(x))^{p}=$ $(a(x))^{p}+(b(x))^{p}$.

Proof: For $0<i<p,\binom{p}{i}$ is a multiple of $p$, and hence is 0 in $F$.

Corollary 2 Let $F$ be a field with characteristic $p$. If $a(x)=\sum_{i=0}^{d} a_{i} x^{i} \in F[x]$ and $k \in N$, then $(a i(x))^{p^{*}}=$ $\sum_{i=0}^{d}\left(a_{i}\right)^{p^{k}} x^{i}$.

Proof: This follows by induction from Proposition 1.

Corollary $\$$ If $F$ is a field of order $q$ and $a(x) \in F[x]$, then $(a(x))^{q^{k}}=a\left(x^{\ell^{k}}\right)$ for all $k \in N$.

Proof: This follows from Corollary 2 and the fact that $a^{f}=a$ for all $a \in F$.

We use uniform Boolean circuits of polynomial sise as our model of parallel computation. We measure complexity in terms of the depth of these circuits as a function of $n, a$ parameter describing the sise of the input.

The following result of Eberly [7] concerning polynomial arithmetic over finite fields is important for analysing the complexity of our algorithms.

Theorem Let $F$ be a field of order $q$ such that $\log q=n^{\circ(1)}$. Then the multiplication of $n^{\circ(1)}$ polynomials in $F[x]$ and the division with remainder of two polynomials in $F[x]$, where the polynomials have degree less than $n^{0(1)}$, can be implemented using uniform Boolean circuits of depth $O(\log n \log \log n)$ and polynomial sise.

## 3 Modular Polynomial Exponentiation

In [5], Berlekamp describes an important method for computing $(a(x))^{r} \bmod m(x)$, where $F$ is a finite field of order $g$, $m(x) \in F[x], d$ is the degree of $m(x)$, and $a(x)=\sum_{i=0}^{d-1} a_{i} x^{i} \in$ $F[x] /(m(x))$. Specifically, he constructs a $d \times d$ matrix $Q$ whose $i^{\text {th }}$ row $\left(Q_{i, 0}, Q_{i, 1}, \ldots, Q_{i, d-1}\right)$ is the sequence of coefficients of the polynomial $\sum_{j=0}^{d-1} Q_{i, j} x^{j} \equiv x^{i f} \bmod m(x)$. Then the elements of the row vector $\left(a_{0}, a_{1}, \ldots, a_{d-1}\right) \times Q$ are the coefficients of $(a(x))^{4} \bmod m(x)$, because

$$
\begin{aligned}
(a(x))^{\varepsilon} & =\sum_{i=0}^{d-1} a_{i} x^{i q}, \text { by Corollary } 3 \\
& \equiv \sum_{i=0}^{d-1}\left(a_{i} \sum_{j=0}^{d-1} Q_{i, j} x^{j}\right) \bmod m(x), \text { by definition of } Q \\
& =\sum_{j=0}^{d-1}\left(\sum_{i=0}^{d-1} a_{i} Q_{i, j}\right) x^{j}
\end{aligned}
$$

More generally, the elements of the row vector

$$
\left(a_{0}, a_{1}, \ldots, a_{d-1}\right) \times Q^{k}
$$

are the coefficients of $(a(x))^{r^{k}}$ mod $m(x)$. By multiplying together an appropriate combination of these powers of $a(x)$, any power of $a(x)$ can be obtained. When the order of the field, $q$, is polynomial in $n$, this is an efficient parallel method for performing modular polynomial exponentiation. With minor modifications, this technique can be adapted so that only the characteristic $p$ must be polynomial in $n$.

Let $R$ be the $d \times d$ matrix whose $i^{\text {t }}$ row

$$
\left(R_{i, 0}, R_{i, 1}, \ldots, R_{i, d-1}\right)
$$

is the sequence of coefficients of the polynomial $\sum_{j=0}^{d-1} R_{i, j} x^{j} \equiv$ $x^{i y} \bmod m(x)$. (Recall that $p$ is the characteristic of $F$.) Define $R^{(k)}$ to be the the matrix obtained by raising each entry of $R$ to the power $p^{k}$ i.e. $R_{i, j}^{(k)}=\left(R_{i, j}\right)^{\rho^{n}}$. Finally, let $M^{(k)}=R^{(k-1)} \times \cdots \times R^{(1)} \times R^{(0)}$.

Lemma 5 The $i^{\text {th }}$ row ( $M_{i, 0}^{(k)}, M_{i, 1}^{(k)}, \ldots, M_{i, d-i}^{(k)}$ ) of the matrix $M^{(k)}$ is the sequence of coefficients of the polynomial $\sum_{j=0}^{d-1} M_{i, j}^{(k)} x^{j} \equiv x^{i p^{k}} \bmod m(x)$.

Proof: The proof is by induction on $\boldsymbol{k}$. If $\boldsymbol{k}=\mathbf{1}$, then $M^{(1)}=R$ and the lemma is true by the definition of $R$.

Now let $k \geq 1$ and assume that the $i^{*}$ row

$$
\left(M_{i, 0}^{(k)}, M_{i, 1}^{(k)}, \ldots, M_{i, 1-1}^{(k)}\right)
$$

of the matrix $M^{(k)}$ is the sequence of coefficients of the polynomial $\sum_{j=0}^{d-1} M_{i, j}^{(k)} x^{j} \equiv x^{i p^{k}} \bmod m(x)$. Since $M^{(k+1)}=$ $R^{(k)} \times M^{(k)}$, it follows that

$$
\begin{aligned}
\sum_{j=0}^{d-1} M_{i, j}^{(k+1)} x^{j} & =\sum_{j=0}^{d-1}\left(\sum_{h=0}^{d-1} R_{i, h}^{(k)} M_{h, j}^{(k)}\right) x^{j} \\
& =\sum_{h=0}^{d-1}\left(R_{i, h} p^{p^{k}}\left(\sum_{j=0}^{d-1} M_{h, j}^{(k)} x^{j}\right)\right. \\
& \equiv \sum_{h=0}^{d-1}\left(R_{i, h}\right)^{p^{k}} x^{h \rho^{k}} \bmod m(x) \\
& =\left(\sum_{h=0}^{d-1} R_{i, k} x^{h}\right)^{p^{k}}, \text { by Corollary } 2 \\
& \equiv\left(x^{i \rho}\right)^{\rho^{k}} \bmod m(x), \text { by definition of } R \\
& =x^{i \rho^{k+1}} .
\end{aligned}
$$

Thus the lemma is true for $k+1$. By induction, it is true for all $k \geq 1$.

Corollary 6 If $a(x)=\sum_{i=0}^{d-1} a_{i} x^{i}$ then the elements of the row vector $\left.\left(\left(a_{0}\right) p^{k},\left(a_{1}\right) p^{k}, \ldots,\left(a_{d-1}\right)\right)^{k}\right) \times M^{(k)}$ are the coefficients of the polynomial $(a(x))^{\mu} \bmod m(x)$.

Proof:

$$
\begin{aligned}
(a(x))^{k} & =\sum_{i=0}^{d-1}\left(a_{i}\right)^{p^{k}} x^{i \gamma^{k}} \text { by Corollary } 2 \\
& \equiv \sum_{j=0}^{d-1}\left(a_{i}\right)^{\rho^{k}}\left(\sum_{j=0}^{d-1} M_{i, j}^{(k)} x^{j}\right) \bmod m(x), \text { by Lemma } 5 \\
& =\sum_{j=0}^{d-1}\left(\sum_{i=0}^{d-1}\left(a_{i}\right)^{p^{k}} M_{i, j}^{(k)}\right) x^{j} .
\end{aligned}
$$

Theorem 7 For any $n>0$, given a field $F$ of characteristic $p$ and order $q=p^{\ell}$, polynomials $m(x) \in F[x]$, with degree $d$, and $a(x)=\sum_{i=0}^{d-1} a_{i} x^{i} \in F[x] /(m(x))$, and a positive binary integer $e$, such that $p, l, d$, and $\log (e)$ are polynomial in $n$, the problem of computing $(a(x))^{\cdot} \bmod m(x)$ can be solved by a Boolean circuit of depth $\left.O\left((\log n)^{2} \log \log n\right)\right)$ and polynomial size.

Proof: The computation consists of the following steps.

- Convert the binary integer $e$ to base $p$ so that $e=$ $\sum_{k=0}^{r-1} e_{k} p^{k}$ and $0 \leq e_{k}<p$. Since $p$ and loge are polynomial in $n$, each $p$-ary digit of this representation can be computed in parallel by a Boolean circuit of depth $O(\log n \log \log n)[2]$.
- Compute the $d$ rows of $R$ in parallel. To compute $x^{\text {ip }} \bmod m(x)$, it suffices to divide the polynomial $x^{j p}$, which has degree at most $(d-1) p$, by the degree $d$ polynomial $m(x)$. By Theorem 4, this can be accomplished by a Boolean circuit of depth $O(\log d p \log \log d p)=O(\log n \log \log n)$.
- In parallel, compute all of the entries of $R^{(k-1)}$ and the row vectors $\left(\left(a_{0}\right)^{p^{k}}, \ldots,\left(a_{d-1}\right)^{p^{k}}\right)$ for $1 \leq k \leq r-1$. Each of these computations consists of exponentiating a field element. Since $f^{q}=f$ for all $f \in F$, the exponents can all be assumed to be less than $q$.
If $q=p$ (i.e. $F=Z_{p}$ ), then by Theorem 4.3 in [4], this computation can be performed by a Boolean circuit of depth $O(\log n)$
Otherwise, $F \simeq \boldsymbol{Z}_{p}[y] /(g(y))$ for some irreducible polynomial $g(y) \in Z_{p}[y]$ of degree $\ell$ and any element of the field $F$ is actually a polynomial $f(y) \in \boldsymbol{Z}_{p}[y]$ of degree less than $\ell$. Thus, if our theorem is true for the field $Z_{p}$, then we may exponentiate $f(y)$ using a Boolean circuit of depth $\left.O\left((\log n)^{2} \log \log n\right)\right)$.
- For all $1 \leq k \leq r-1$ in parallel, compute

$$
\left(\left(a_{0}\right)^{p^{*}}, \ldots,\left(a_{d-1}\right)^{p^{*}}\right) \times M^{(k)}
$$

to obtain the coefficients of $(a(x))^{\rho^{k}} \bmod m(x)$. This can be done using a balanced tree of $k$ matrix multiplications.
Each matrix multiplication consists of $1+\log d$ parallel steps; the first is the multiplication of pairs of field elements and the rest are the addition of pairs of field elements. The addition of two field elements can be performed by a Boolean circuit of depth $O(\log \log p)=O(\log \log n)$.
If $F=\boldsymbol{Z}_{p}$, the multiplication of two field elements can be accomplished by performing an integer multiplication followed by an integer division with remainder in depth $O(\log \log p \log \log \log p)=$ $O(\log \log n \log \log \log n)$. (The integers involved have $O(\log p)$ bits.)
Otherwise the multiplication of two field elements consists of a multiplication and a division with remainder of two polynomials of degree $O(\ell)$. By Theorem 4, this can be done in depth $O(\log n \log \log n)$. Hence, each matrix multiplication can be performed by a Boolean circuit of depth $O(\log n \log \log n)$. Since $k<r=n^{O(1)}$, the total depth necessary for a Boolean circuit to perform the matrix multiplications is $O\left((\log n)^{2} \log \log n\right)$.

- Since $(a(x))^{e}=\prod_{k=0}^{r-1}\left((a(x))^{\rho^{k}}\right)^{e_{k}}$, the only remaining task is the multiplication of $\sum_{k=0}^{r-1} e_{k}=O(p \log e)$ polynomials in $F[x] /(m(x))$. By Theorem 4, this can be accomplished by a Boolean circuit of depth $O(\log n \log \log n)$ because $p, \log e$, and $d$ are all $n^{\delta(1)}$.

Corollary 8 The Modular Folynomial Exponentiation Problem is in $N C^{3}$ for finite fields of polynomial characteristic.

Corollary 9 The Modular Polynomial Exponentiation Problem is in $N C^{2}$ for finite fields whose order is $O(1)$.

Proof: Observe that, when the order of the field is $O(1)$, the addition and multiplication of field elements can be performed by Boolean circuits of constant depth.

In the special case when $m(x)$ is monic and irreducible over $Z_{p}$, that is, $Z_{p}[x] /(m(x)) \cong \mathrm{GF}\left(p^{d}\right)$, Corollary 8 has applications to computations in $Z_{p}[x] /(m(x))$ that are anal-. ogous to the applications of Modular Integer Exponentiation outlined in Section 1. Three of these applications are listed below.

Proposition 10 Let $p$ be prime and $m(x)$ be monic, irreducible over $\boldsymbol{Z}_{p}$, and of degree $n$. Then for any $a(x) \in$ $Z_{p}[x] /(m(x))-\{0\},(a(x))^{-1}=(a(x))^{p^{4}-2}$. Hence, computing inverses in $Z_{p}[x] /(m(x))$ is in $N C^{3}$, provided $p=n^{o(1)}$.

Proposition 11 Let $p$ be an odd prime, $m(x)$ be monic, irreducible over $Z_{p}$, and of degree $n$, and $a(x) \in$ $Z_{p}|x| /(m(x))-\{0\}$. Then $a(x)$ is a quadratic residue if and only if $(a(x))^{\frac{1}{( }\left(p^{2}-1\right)}=1$. Hence, determining quadratic residuosity in $Z_{p}[x] /(m(x))$ is in $N C^{3}$, provided $p=n^{O(1)}$.

Proposition 12 Let $p \equiv 3(\bmod 4)$ be prime and $m(x)$ be monic, irreducible over $Z_{p}$, and of odd degree $n$. Let $a(x) \in Z_{p}[x] /(m(x))$ be a quadratic residue. Then $(a(x))^{\left.4 p^{+}+1\right)}$ is a square root of $a(x)$. Hence, extracting square roots in $Z_{p}[x] /(m(x))$ is in $\mathcal{N} C^{s}$, provided $p=n^{\circ(1)}$.

## 4 Relating Polynomial Exponentiation to the Redundant Representations of Integers

For expository purposes, the results of this section and the next are presented with respect to the special case $\boldsymbol{F}=\boldsymbol{Z}_{2}$. In Section 6 we discuss how these results can be generalized to an arbitrary finite field whose characteristic is polynomial in the input size.

Given $e \in N$, let $e=\sum_{i=0}^{\dot{j}} e_{i} 2^{i}$, where $e_{i} \in\{0,1\}$. Then $e_{r-1} e_{r-2} \cdots e_{0} \in\{0,1\}$ is the binary representation of $e$.

Corollary 18 For $a(x) \in Z_{2}[x],(a(x))^{*}=\prod_{i=0}^{-1} a\left(x^{2^{i}}\right)^{\varepsilon_{i}}$.
Proof: This follows directly from Corollaries 2 and 3.

Example 1 This begins a running example of how to compute the coefficient of $x^{33}$ in $\left(x^{0}+s^{1}+x^{3}+x^{4}\right)^{11}$ over $Z_{2}$. To begin, Corollary 13 is applied to decompose ( $x^{0}+$ $\left.x^{1}+x^{3}+x^{4}\right)^{11}$. In this example $e=11_{10}=1011_{2}$, so

$$
\begin{aligned}
\left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{11}= & \left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{1 \times 2^{8}} \times \\
& \left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{0 \times 2^{3}} \times \\
& \left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{1 \times 2^{1}} \times \\
& \left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{1 \times 2^{0}} \\
= & \left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{8} \times \\
& \left(x^{0}\right) \times \\
& \left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{2} \times \\
= & \left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{1} \\
= & \left(x^{0}+x^{8}+x^{24}+x^{32}\right) \times \\
& \left(x^{0}\right) \times \\
& \left(x^{0}+x^{2}+x^{6}+x^{5}\right) \times \\
& \left(x^{0}+x^{1}+x^{3}+x^{4}\right) .
\end{aligned}
$$

We now define the redundant representation system to which Section 1 alluded. The notation $D_{i} D_{i-1} \cdots D_{0}$ denotes the concatenation of the sets $D_{i}, \ldots, D_{1}, D_{0}$. The $i$-fold concatenation of $D$ with itself is denoted by $D^{i}$.

If $y=y_{i-1} y_{i-2} \cdots y_{0} \in \mathcal{N}^{i}$, define

$$
\operatorname{val}(y)=\sum_{j=0}^{i-1} y_{i} 2^{j}
$$

Fix sets $D_{0}, D_{1}, \ldots, D_{i}, \ldots \subseteq \mathcal{N}$. For $u, i \in \mathcal{N}$ and $y \in$ $\{0,1\}^{i}$, define

$$
C(u, y)=\#\left\{z \in D_{i} D_{i-1} \cdots D_{0} \mid \operatorname{val}(z)=\operatorname{val}(u y)\right\}
$$

in words, $C(0, y)$ is the number of representations of the integer val( $y$ ) in a radix 2 system in which the set of allowable digits in the $\boldsymbol{i}^{\boldsymbol{m}}$ least significant position is $\boldsymbol{D}_{\boldsymbol{i}}$.

Bxample $2 \operatorname{val}(4001)=4 \cdot 2^{3}+0 \cdot 2^{2}+0 \cdot 2^{1}+1 \cdot 2^{0}=33$. Let $D_{3}=D_{1}=D_{0}=\{0,1,3,4\}$ and $D_{2}=\{0\}$. Then $N(4,001)=3$, since there are 3 values of $z \in D_{3} D_{2} D_{1} D_{0}$ with $\operatorname{val}(z)=33$, namely 4001, 3041, and 3033.

Theorem 14 provides the promised reduction from the Polynomial Exponentiation problem to computation of the number of redundant representations of the integer $t$.

Theorem 14 Let $a(x)=a_{0}+a_{1} x+\cdots+a_{d} x^{d} \in$ $Z_{2}|x|$, let $t, c \in \mathcal{N}$, and let $t_{m-1} t_{m-2} \cdots t_{0} \in\{0,1\}^{m}$ and $e_{r-1} e_{r-2} \cdots e_{0} \in\{0,1\}^{r}$ denote the binary representations of $t$ and $e$, respectively. Define $e_{i}=0$ if $i \geq r$. Then the coefficient of $x^{t}$ in $\prod_{i \geq 0} a\left(x^{2^{i}}\right)^{\varepsilon_{i}}$ when multiplied over $Z$ is
$C\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$ where, for all $i \in N$, the set of allowable digits for the $i^{\text {* }}$ position is

$$
D_{i}= \begin{cases}\left\{k \mid a_{k}=1\right\}, & \text { if } e_{i}=1 \\ \{0\}, & \text { otherwise }\end{cases}
$$

Proof: Each term in the expansion of $\prod_{i \geq 0} a\left(x^{2^{i}}\right)^{e_{i}}$ is obtained by selecting one term from each of the factors $a\left(x^{2^{i}}\right)^{e_{i}}$ and multiplying them together. Note that if $e_{i}=0$, then $a\left(x^{2^{i}}\right)^{e_{i}}=1=x^{0}$ and, thus, $x^{0}$ is the only term which can be selected from this factor.

When $e_{i}=1$, the set of terms of the factor $a\left(x^{2^{i}}\right)^{\varepsilon_{i}}=$ $\sum_{k=0}^{d} a_{k}\left(x^{2^{i}}\right)^{k}$ is $\left\{x^{k 2^{i}} \mid a_{k}=1\right\}$. By our definition of the sets $D_{i}, \prod_{i \geq 0} x^{z_{i} 2^{i}}$ is a term in the expansion of $\prod_{i \geq 0} a\left(x^{2^{i}}\right)^{x_{i}}$ if and only if $z_{i} \in D_{i}$ for all $i \geq 0$.

The coefficient of $x^{t}$ in $\prod_{i \geq 0} a\left(x^{2^{i}}\right)^{e_{i}}$ when multiplied over $Z$ is the number of terms $\prod x^{x_{i} 2^{i}}$ in the expansion of $\prod_{i \geq 0} a\left(x^{2^{i}}\right)^{e_{i}}$ which satisfy $t=\sum_{i \geq 0}^{i \geq 0} z_{i} 2^{i}$. For $i \geq r, e_{i}=0$ and $z_{i} \in D_{i}=\{0\}$. Thus $t=\sum_{i=0}^{r-1} z_{i} 2^{i}=v a l(z)$. This is exactly the definition of $C\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$.

Example 3 Example 1 is continued here by demonstrating how to use Theorem 14 in order to compute the coefficient of $x^{33}$ in

$$
\begin{aligned}
P(x)= & \left(x^{0}+x^{8}+x^{24}+x^{32}\right) \times \\
& \left(x^{0}\right) \times \\
& \left(x^{0}+x^{2}+x^{0}+x^{8}\right) \times \\
& \left(x^{0}+x^{1}+x^{3}+x^{4}\right)
\end{aligned}
$$

when multiplied over $\boldsymbol{Z}$. In the statement of Theorem 14,

$$
\begin{aligned}
& a(x)=x^{0}+x^{1}+x^{3}+x^{4}, \\
& t=33, \text { which is } 100001 \text { written in binary, } \\
& e=11, \text { which is } 1011 \text { written in binary, } \\
& D_{3}=D_{1}=D_{0}=\{0,1,3,4\}, \text { and } \\
& D_{6}=D_{5}=D_{4}=D_{2}=\{0\}
\end{aligned}
$$

The conclusion of Theorem 14 is that the coefficient of $x^{33}$ in $P(x)$ is $C(0,100001)$. The next section shows how to compute this value, but for this small example it is easy to verify that $C(0,100001)=3$, uting the same 3 representations as in Example 2. To understand at an intuitive level why Theorem 14 is true, note the following natural correspondences:

| Representation | Monomial |
| :---: | :---: |
| 4001 | $\left(x^{4}\right)^{8} \cdot\left(x^{0}\right)^{4} \cdot\left(x^{0}\right)^{2} \cdot\left(x^{1}\right)^{1}=x^{32} \cdot x^{0} \cdot x^{0} \cdot x^{1}$ |
| 3041 | $\left(x^{3}\right)^{8} \cdot\left(x^{0}\right)^{4} \cdot\left(x^{4}\right)^{2} \cdot\left(x^{1}\right)^{1}=x^{24} \cdot x^{0} \cdot x^{8} \cdot x^{1}$ |
| 3033 | $\left(x^{3}\right)^{8} \cdot\left(x^{0}\right)^{4} \cdot\left(x^{2}\right)^{2} \cdot\left(x^{3}\right)^{2}=x^{24} \cdot x^{0} \cdot x^{8} \cdot x^{3}$ |

Thus, for example, the representation 3041 corresponds to selecting $x^{24}$ from the first factor of $P(x), x^{0}$ from the second, and $x^{5}$ from the third, and $x^{1}$ from the fourth. The product of these four selections contributes 1 to the coefficient of $x^{33}$, just as 3041 contributes 1 to the number of representations of 100001 .

Corollary 15 Let $a(x) \in Z_{2}[x]$, let $t, e \in N$, and let $t_{m-1} t_{m-2} \cdots t_{0} \in\{0,1\}^{m}$ be the binary representation of $t$. Then the coefficient of $x^{t}$ in $(a(x))^{e}$ when computed aver $Z_{2}$ is the parity of $C\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$, where the set of allowable digits is as in Theorem 14.

Proof: This follows directly from Corollary 13 and Theorem 14.

Example 4 Continuing Example 3, the coefficient of $x^{35}$ in $\left(x^{0}+x^{1}+x^{3}+x^{4}\right)^{11}$ when computed over $Z_{2}$ is $C(0,100001) \bmod 2=1$.

## 5 Counting Redundant Representations

Let $t_{m-1} t_{m-2} \cdots t_{0} \in\{0,1\}^{m}$ be input together with $D_{m-1}, D_{m-2}, \ldots, D_{0,}$ where $D_{i} \subseteq\{0,1, \ldots, d\}$. (For convenience, assume that $D_{j}=\{0\}$ if $j \geq m$.) The goal of this section is to derive algorithms that compute the number $C\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$ of radix 2 representations of $t=\operatorname{val}\left(t_{m-1} t_{m-2} \cdots t_{0}\right)$ in which $D_{i}$ is the set of allowable digits in the $i^{\text {ith }}$ significant position.

Theorem 16 provides a recurrence for computing $C(u, y)$, and is the basis for the efficient algorithms of this section. The intuition underlying the recurrence is very simple. Suppose $u \in N, b \in\{0,1\}$, and $y \in\{0,1\}^{i}$, and the goal is to rewrite uby in other legal representations. For any $k \in D_{i+1}, u-k$ can be "borrowed" from the most significant position, thus replacing $u$ and $b$ by $k$ and $b+2(u-k)$, respectively.

Theorem 16 For all $u, i \in \mathcal{N}, b \in\{0,1\}$ and $y \in$ $\{0,1\}^{\prime}$,

$$
\begin{aligned}
& C(u, \epsilon)= \begin{cases}1, & \text { if } u \in D_{0} \\
0, & \text { otherwise }\end{cases} \\
& C(u, b y)=\sum_{\substack{u \in D_{i+1} \\
k \leq \pm}} C(b+2(u-k), y)
\end{aligned}
$$

## Proof:

Case $1(C(u, \epsilon))$ :

$$
\begin{aligned}
C(u, \epsilon) & =\#\left\{z \in D_{0} \mid \operatorname{val}(z)=\operatorname{val}(u)\right\} \\
& =\#\left\{z \in D_{0} \mid z=u\right\}
\end{aligned}
$$

Case $2(C(u, b y))$ : Let $u, i \in N, b \in\{0,1\}$, and $y \in$ $\{0,1\}^{i}$. Suppose $k \in N$ and $z \in \mathcal{N}^{i+1}$ satisfy $\operatorname{val}(k z)=$ $\operatorname{val}(u b y)$. Since $\operatorname{val}(u b y)<(u+1) 2^{i+1}$ and $\operatorname{val}(z) \geq 0$, $k \leq u$. Hence

$$
\begin{aligned}
& C(u, b y)=\#\left\{k z \mid k \in D_{i+1} \text { and } z \in D_{i} D_{i-1} \cdots D_{0}\right. \\
& \text { and } \operatorname{val}(k z)=\operatorname{val}(u b y)\} \\
& =\sum_{\substack{k \in D_{i+i} \\
k \leq \pm}} \#\left\{z \in D_{i} D_{i-1} \cdots D_{0} \mid \operatorname{val}(k z)=\operatorname{val}(u b y)\right\} \\
& =\sum_{\substack{t \in D_{i+1} \\
k \leq u_{i}}} \#\left\{z \in D_{i} D_{i-1} \cdots D_{0} \mid\right. \\
& =\sum_{\substack{u \in D_{i+1} \\
k \leq u}} C(b+2(u-k), y) .
\end{aligned}
$$

In order to make the application of Theorem 16 more efficient, we observe in Lemma 17 that if the most significant digit $u$ becomes too great, then $C(u, y)=0$, simply because there is not enough "capacity" in the available positions using only allowable digits.

Lemma 17 If $u \geq 2 d$ then $C(u, y)=0$.
Proof: Let $i=|y|$. Then $\operatorname{val}(u y) \geq u 2^{i} \geq d 2^{i+1}$, but

$$
\max \left\{\operatorname{val}(z) \mid z \in D_{i} D_{i-1} \cdots D_{0}\right\} \leq \sum_{j=0}^{i} d 2^{j}<d 2^{i+1}
$$

Hence,

$$
\begin{aligned}
C(u, y) & =\#\left\{x \in D_{i} D_{i-1} \cdots D_{0} \mid \operatorname{val}(z)=\operatorname{val}(u y)\right\} \\
& =0 .
\end{aligned}
$$

Theorem 16 and Lemma 17 together provide a polynomial time sequential algorithm for computing $C\left(u, t_{m-1} t_{m-2} \cdots t_{0}\right)$, using dynamic programming: for progressively longer suffixes $y$ of $t_{m-1} t_{m-2} \cdots t_{0}$ and all $0 \leq u^{\prime}<$ $2 d$, use the recurrence of Theorem 16 to compute $C\left(u^{\prime}, y\right)$. This is illustrated in the following example.

Example 5 This example completes Example 3 by showing how to compute $C(0,100001)$. In applying the recurrence of Theorem 16, recall that

$$
\begin{aligned}
& D_{3}=D_{1}=D_{0}=\{0,1,3,4\} \text { and } \\
& D_{6}=D_{6}=D_{4}=D_{2}=\{0\}
\end{aligned}
$$

The dynamic programming algorithm proceeds by completing the following table row by row:

| $y$ | $C(0, y)$ | $C(1, y)$ | $C(2, y)$ | $C(3, y)$ | $C(4, y)$ | $C(5, y)$ | $C(6, y)$ | $C(7, y)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| 1 | 1 | 2 | 1 | 1 | 2 | 1 | 0 | 0 |
| 01 | 1 | 1 | 2 | 0 | 0 | 0 | 0 | 0 |
| 001 | 1 | 3 | 2 | 1 | 3 | 2 | 0 | 0 |
| 0001 | 1 | 2 | 3 | 0 | 0 | 0 | 0 | 0 |
| 00001 | 1 | 3 | 0 | 0 | 0 | 0 | 0 | 0 |
| 100001 | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

As examples of how these entries are computed from the recurrence of Theorem 16,

$$
\begin{aligned}
C(4,001) & =C(0,01)+C(2,01)+C(6,01)+C(8,01) \\
& =1+2+0+0 \\
& =3
\end{aligned}
$$

since $D_{3}=\{0,1,3,4\}$, but

$$
\begin{aligned}
C(4,0001) & =C(8,001) \\
& =0
\end{aligned}
$$

since $D_{4}=\{0\}$.
The following theorem shows that the recurrence of Theorem 16 can be evaluated efficiently in parallel, using a technique similar to that used in Section 2.3.3 of [13].

Theorem 18 Given inputs $t_{n-1} t_{n-2} \cdots t_{0} \in\{0,1\}^{n}$ and $D_{n-1}, D_{n-2}, \ldots, D_{0}$, where $D_{i} \subseteq\{0,1, \ldots, n\}$, the problem of computing $C\left(0, t_{n-1} t_{n-2} \cdots t_{0}\right)$ is in $D \varepsilon T$, and hence in $N C^{2}$. ( $D E T$ is Cook's class of problems $N C^{1}$-reducible to computing the determinant of an integer matrix. See [6] for a discussion.)

Proof: The intuition underlying the proof is as follows. Consider the row vector $V^{(y)}=(C(0, y), \ldots, C(2 n-1, y))$ From the recurrence of Theorem 16 it follows that $V^{(b)}$ can be computed simply by multiplying $V(v)$ by a $2 n \times$ $2 n$ matrix with entries from $\{0,1\}$. Hence the problem of computing $C\left(0, t_{n-1} t_{n-2} \cdots t_{0}\right)$ is reduced to the problem of multiplying $n$ such matrices $M^{(0)}, M^{(1)}, \ldots, M^{(n-1)}$ over $Z$. The theorem then follows from Proposition 5.2 of Cook [6]. The details of this reduction to the matrix product problem are given below.

Construction: For $0 \leq i<n$ and $0 \leq u, j<2 n$, compute
$M_{j, u}^{(i)}=\left\{\begin{array}{ll}1, & \text { if } j \equiv t_{i}(\bmod 2) \text { and } u-\frac{1}{2}\left(j-t_{i}\right) \in D_{i+1} \\ 0, & \text { otherwise }\end{array}\right.$.

Call the oracle to compute $M=M^{(0)} \times \cdots \times M^{(n-2)} \times$ $M^{(n-1)}$. Now $C\left(0, t_{n-1} t_{n-2} \cdots t_{0}\right)$ is computed as the $0^{(4}$ entry of $V^{(\epsilon)} \times M$, where $V^{(\epsilon)}$ is the row vector $V^{(\epsilon)}=$ $(C(0, \epsilon), \ldots, C(2 n-1, \epsilon))$.

CORRECTNESS: Let $y$ be a suffix of $t_{n-1} t_{n-2} \cdots t_{0}, i=$ $|y|$, and $0 \leq u<2 n$. By induction on $i$, it will be demonstrated that the $u^{\boldsymbol{u}}$ entry of $V^{(c)} \times M^{(0)} \times \cdots \times M^{(i-2)} \times M^{(i-1)}$ is $C(u, y)$.

Basis $(i=0)$ : The $u^{\text {th }}$ entry of $V^{(\epsilon)}$ is $C(u, \varepsilon)$, by definition.

Induction: Let $y$ be the suffix of $t_{n-1} t_{n-2} \cdots t_{0}$ whose length is $i$. Assume by the induction hypothesis that the $j^{\text {th }}$ entry of $V^{(\epsilon)} \times M^{(0)} \times \cdots \times M^{(i-2)} \times M^{(i-1)}$ is $C(j, y)$, for all $0 \leq j<2 n$. By the definition of $M^{(0)}$, the $u^{(\boldsymbol{4}}$ entry of $\left(V^{(i)} \times M^{(0)} \times \cdots \times M^{(i-2)} \times M^{(i-1)}\right) \times M^{(i)}$ is thus

$$
\sum_{\substack{0 \leq j \leq n-1 \\ j \leq L_{i}\left(\bmod , y_{i} \\ u-\frac{1}{9}\left(j-t_{i}\right) \in D_{i+1}\right.}} C(j, y) .
$$

Letting $k=u-\frac{1}{2}\left(j-t_{i}\right)$, this is


ANALYSIS: The following operations are required in the construction, and are all readily seen to be in $N C^{1}$ : subtracting $O(\log n)$ bit integers, checking if an integer $k<2 n$ is in an input set $D \subseteq\{0,1, \ldots, n\}$, and computing the inner product of 2 vectors each of length $2 n$ whose entries are integers of $O(n \log n)$ bits each.

Corollary 10 Given input stringe $e_{n-1} e_{n-2} \cdots e_{0}$, $t_{n-1} t_{n-2} \cdots t_{0} \in\{0,1\}^{n}$ and a polynomial $a(x) \in Z_{2}[x]$, where $e=\operatorname{val}\left(e_{n-1} e_{n-2} \cdots e_{0}\right), t=\operatorname{val}\left(t_{n-1} t_{n-2} \cdots t_{0}\right)$ and the degree of $a(x)=n$, the problem of computing the coefficient of $x^{1}$ in $(a(x))^{e}$, computed over $Z_{2}$, is in $D \mathcal{E} T$, and hence in $\mathcal{N C} C^{2}$.

Proof: This follows directly from Corollary 15 and Theorem 18.

## 6 The Generalization to Arbitrary Finite Fields

Using techniques similar to those of the preceding sections, we demonstrate that the general Polynomial Exponentiation problem is in $N C^{3}$ when the characteristic of the field is polynomial in the input size and in $N C^{2}$ when the characteristic is constant.

Let $\boldsymbol{F}$ be a finite field of characteristic $p$. Given $e, t \in$ $N$, let $e=\sum_{i=0}^{-1} e_{i} p^{i}$ and $t=\sum_{i=0}^{m-1} t_{i} p^{i}$ where $0 \leq c_{i}, t_{i}<$ $p$. Then $e_{r-1} e_{r-2} \cdots e_{0}$ and $t_{m-1} t_{m-2} \cdots t_{0}$ are the base $p$ representations of $e$ and $t$, respectively. For convenience, we define $e_{i}=0$ for $i \geq r$.

Consider the polynomial $a(x)=\sum_{j=0}^{d} a_{j} x^{j} \in F[x]$ of degree d.

Corollary $20[a(x)]^{e}=\prod_{i \geq 0} c_{i}\left(x^{p^{i}}\right)$ where

$$
c_{i}(x)=\left(\sum_{j=0}^{d}\left(a_{j}\right)^{p^{i}} x^{j}\right)^{c_{i}}
$$

Proof:

$$
\begin{aligned}
{[a(x)]^{e} } & =\prod_{i=0}^{r-1}(a(x))^{e_{i} p^{i}} \\
& =\prod_{i=0}^{r-1}\left(\sum_{j=0}^{d}\left(a_{j}\right)^{p^{i}}\left(x^{p^{i}}\right)^{j}\right)^{e_{i}}, \text { by Corollary } 3 \\
& =\prod_{i=0}^{r-1} c_{i}\left(x^{p^{i}}\right) .
\end{aligned}
$$

For $i \geq r$, we have $e_{i}=0$ and, hence, $c_{i}\left(x^{p^{i}}\right)=1$. Therefore $\prod_{i=0}^{r-1} c_{i}\left(x^{p^{i}}\right)=\prod_{i \geq 0} c_{i}\left(x^{p^{i}}\right)$.

Let $c_{i, j}$ be the coefficient of $x^{j}$ in $c_{i}(x)$. In particular, if $j>d e_{i}$ or $j<0$, then $c_{i, j}=0$.

If $y=y_{i-1} y_{i-2} \cdots y_{0} \in \mathcal{N}^{i}$, define

$$
\operatorname{val}_{p}(y)=\sum_{j=0}^{i-1} y_{j} p^{j}
$$

For $u, i \in N$ and $y \in\{0,1, \ldots, p-1\}^{i}$, define $C_{p}(u, y)$ to be the coefficient of $x^{\mathrm{vI},(u y)}$ in $\prod_{j=0}^{i} c_{j}\left(x^{\rho^{j}}\right)$.

Lemme 21 If $t<p^{i}$ then the coefficient of $x^{\prime}$ in $\prod_{j \geq 0} c_{j}\left(x^{p}\right)$ is equal to $\prod_{j \geq i} c_{j, 0}$ times the coefficient of $x^{8}$ in $\prod_{j=0}^{i=1} c_{j}\left(x^{j}\right)$.

Proof: For $j \geq i$, every term of $c_{j}\left(x^{p}\right)$, except its constant term, is a multiple of $x^{p^{i}}$.

Corollary 22 The coefficient of $x^{1}$ in $\prod_{j \geq 0} c_{j}\left(x^{j}\right)$ is equal to $\left(\prod_{m<j<r}\left(a_{0}\right)^{\varepsilon_{j} p^{j}}\right) \times C_{p}\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$.

Proof: Since $t<\boldsymbol{p}^{\boldsymbol{m + 1}}$, it follows from Lemma 21 that $\prod_{j \geq 0} c_{j}\left(x^{p}\right)$ is equal to $\left(\prod_{j \geq m+1} c_{j, 0}\right) \times C_{p}\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$. For $j \geq r$, we have $e_{j}=0$ and $c_{j, 0}=1$. Therefore $\prod_{j \geq m+1} c_{j, 0}=\prod_{m<j<r}\left(a_{0}\right)^{\varepsilon_{j} \boldsymbol{p}^{j}}$.

Another way to view $C_{p}\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$ is as a weighted count of the redundant representations of the integer $t \geq 0$ in a radix $p$ system. More precisely, for each $j \geq 0$, we define the weight function $w_{j}: N \rightarrow F$ by $w_{j}(k)=c_{j, k}$. (Recall that $c_{j, k}$ is the coefficient of $x^{k}$ in $c_{j}(x)$.) The weight of a string $y=y_{i} \cdots y_{0} \in \mathcal{N}^{i+1}$, is defined to be

$$
w\left(y_{i} \cdots y_{0}\right)=\prod_{j=0}^{i} w_{j}\left(y_{j}\right)
$$

Then, for $u, i \in \mathcal{N}$ and $y \in\{0,1, \ldots, p-1\}^{i}, C_{p}(u, y)=$ $\Sigma\left\{w(z) \mid z \in \mathcal{N}^{i+1}\right.$ and $\left.\operatorname{val}(z)=\operatorname{val}(u y)\right\}$.

Note that if $z=z_{i} \cdots z_{0}$ and $c_{j, z_{j}}=0$ for some $0 \leq j \leq i$, then $w(z)=0$ and, hence, the representation $z$ does not contribute to the weighted count. For the field $Z_{2}$,

$$
w(z)= \begin{cases}1 & \text { if } z_{i} \in D_{i} \text { for } 0 \leq i \leq k \\ 0 & \text { otherwise }\end{cases}
$$

and thus $C_{2}(u, y)$ is the parity of the function $C(u, y)$ used in Section 4.

Example 6 Consider $a(x)=\left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right) \in$ $Z_{3}|x|$ and $e=46$, which has the base 3 representation 1201. Then

$$
\begin{aligned}
{[a(x)]^{e}=} & \left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right)^{44} \\
= & \left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right)^{1 \cdot 27} \times \\
& \left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right)^{2 \cdot 9} \times \\
& \left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right)^{0 \cdot 3} \times \\
& \left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right)^{1 \cdot 1} \\
= & \left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right)^{27} \times \\
& \left(x^{0}+x^{1}+2 x^{2}+2 x^{3}+x^{5}+x^{6}+x^{8}\right)^{0} \times \\
& \left(x^{0}\right) \times \\
& \left(x^{0}+2 x^{1}+2 x^{2}+x^{4}\right) .
\end{aligned}
$$

In this redundant representation aystem, the integer $t=82$, which is 10001 expressed in ternary, can be represented in exactly four ways: 10001, 3001, 2301, and 1601. The weights associated with these representations are 0 , $0,8 \equiv 2 \bmod 3$, and $4 \equiv 1 \bmod 3$, respectively. Thus $C_{3}(4,10001) \equiv 0 \bmod 3$.

Notice that $C_{p}(u, \epsilon)=c_{0, u}$ for all $u \in N$. More generally, $C_{p}(u, y)$ can be computed by means of the following recurrence.

Theorem 23 For $u, i \in \mathcal{N}, b \in\{0,1, \ldots, p-1\}$, and $y \in\{0,1, \ldots, p-1\}^{i}$,

$$
C_{p}(u, b y)=\sum_{0 \leq k<d p} c_{i+1, k} C_{p}(b+p(u-k), y) .
$$

Proofs Let $z=$ val $_{p}$ (uby). The value of $C_{p}(u, b y)$ is the coefficient of $x^{x}$ in $\prod_{j=0}^{i+1} c_{j}\left(x^{p^{j}}\right)=c_{i+1}\left(x^{p^{i+1}}\right)\left(\prod_{j=0}^{i} c_{j}\left(x^{p^{j}}\right)\right)$. This is the sum of the coefficients of $x^{5}$ in the polynomials $c_{i+1, k} x^{k p^{i+1}}\left(\prod_{i=0}^{i} c_{j}\left(x^{p^{j}}\right)\right)$. Since the coefficient of $x^{2}$ in $c_{i+1, k} x^{k p^{i+1}}\left(\prod_{j=0}^{i} c_{j}\left(x^{p^{j}}\right)\right)$ is $c_{i+1, k}$ times the coefficient of $x^{z-k p^{i+1}}$ in $\prod_{j=0}^{i} c_{j}\left(x^{p j}\right)$ and $z-k p^{i+1}=\operatorname{val}((b+p(u-k)) y)$, it follows that $C_{p}(u, b y)=\sum_{k} c_{i+1, k} C_{p}(b+p(u-k), y)$.

Now $c_{i+1}(x)$ is a polynomial with degree less than $d p$, so $c_{i+1, k}=0$ for $k \geq d p$. We may therefore assume that the limits of the summation are $0 \leq k<d p$.

Theorem 24 For any $n>0$, given a field $F$ of characteristic $p$ and order $q=p^{l}$, a polynomial $a(x) \in F[x]$, of degree $d$, and $e, t \in N$, such that $p, \ell, d, \log (e)$, and $\log (t)$ are polynomial in $n$, the problem of computing the coefficient of $x^{l}$ in $(a(x))^{e}$ can be solved by a Boolean circuit of depth $\left.O\left((\log n)^{2} \log \log n\right)\right)$ and polynomial size.

Proof: Let $t_{m-1} t_{m-2} \cdots t_{0}$ denote the base $p$ representation of $t$. Consider the row vector

$$
V^{(y)}=\left(C_{p}(0, y), \ldots, C_{p}(d p-1, y)\right)
$$

From the recurrence of Theorem 23, it follows that $V^{(b y)}$ can be computed by simply multiplying $V^{(y)}$ by a $d p \times d p$ matrix with entries in $F$.

Specifically, let $M^{(i)}$ be the $d p \times d p$ matrix such that $M_{k, u}^{(i)}=c_{i+1, t_{i} p(u-k)}$. Then $V^{\left(t_{i-1} i_{i-1} \cdots i_{0}\right)}=V^{\left(i_{i-1} \cdots i_{0}\right)} \times M^{(i)}$ so, by induction, $V^{\left(t_{m-1} 1_{m-1} \cdots t_{0}\right)}=V^{(\boldsymbol{f})} \times M^{(0)} \times \cdots \times M^{(m-1)}$. Notice that $C_{p}(0, t)$ is the $0^{(4)}$ element of $V^{\left(l_{m-1} l_{m-1} \cdots i_{0}\right)}$.

The computation proceeds as follows.

- Convert the binary integer $e$ to base p. As in Theorem 7 , since loge and $\log t$ are polynomial in $n$, this can be done in $O(\log n \log \log n)$ steps.
- Compute the coefficients of the polynomials $c_{i}(x)$, for $0 \leq i \leq m-1$. This can be done by raising each coefficient of $a(x)$ to the power $y^{i}$, as in Theorem 7, via a Boolean circuit of depth $O\left((\log n)^{2} \log \log n\right)$ and then raising the resulting degree $d$ polynomial to the power $e_{i}<p$, which, from Theorem 4, can be done in $O(\log n \log \log n)$ depth, since $d$ and $p$ are polynomial in $n$.
- Compute the product $V^{(c)} \times M^{(0)} \times \cdots \times M^{(m-1)}$. (Recall that the elements of $V^{(\epsilon)}$ and $M^{(0)}, \ldots, M^{(m-1)}$ are coefficients of the polynomials $c_{0}(x), \ldots, c_{m-1}(x)$.) Since $m=O(\log t), d$, and $p$ are polynomial in $n$, these matrix multiplications can be performed in parallel, as in Theorem 7, by a Boolean circuit of depth $O\left((\log n)^{2} \log \log n\right)$.
- Multiply $C_{p}\left(0, t_{m-1} t_{m-2} \cdots t_{0}\right)$ (which is the $0^{(4}$ entry of the row vector $V^{(c)} \times M^{(0)} \times \cdots \times M^{(m-1)}$ ) by I $\left(a_{0}\right)^{c_{i} P^{i}}$. As above, this can be computed by a $m+1 \leq i<r$
Boolean circuit in depth $O\left((\log n)^{2} \log \log n\right)$.
The following two corollaries are analogues of Corollaries 8 and 9 in Section 3.

Corollary 25 The Polynomial Exponentiation Problem is in $N C^{3}$ for finite fields of polynomial characteristic.

Corollary 26 The Polynomial Exponentiation Prob$l e m$ is in $N C^{2}$ for finite fields whose order is $O(1)$.

## 7 \#P-Completeness of a Variant

As mentioned in Section 1, if the degree of the base polynomial $a(x)$ is changed from $n$ to exponential in $n$ (but $a(x)$ still is allowed to have only $n$ nonsero terms), the effect is to change the complexity of the problem: instead of being in $\mathcal{N} C^{3}$, it is now \#P-hard. This remains true even if the exponent is changed from exponential in $n$ to $n$. (See Garey and Johnson [8] for a discussion of \#P.)

Theorem 27 (Rabin, Valiant [personal communication]) Let

$$
a(x)=x^{0}+x^{\omega_{1}}+x^{\omega_{2}}+\cdots+x^{\omega_{n}}
$$

where $w_{1}, w_{2}, \ldots, w_{n}$ are $n$-bit integers. Given $a(x)$ and an $n$-bit integer $t$, the problem of computing the coefficient of $x^{t}$ in $(a(x))^{n}$ over $Z$ is \#P-complete.

Proof: To demonstrate inclusion in \# $P$, a counting machine would make $n$ independent nondeterministic guesses, each guess being one of $a(x)$ 's $n+1$ terms. The machine accepts if and only if the product of these $n$ guessed terms is $x^{\mathbf{t}}$. The number of accepting computations is the coefficient of $x^{t}$ in $(a(x))^{n}$.

To demonstrate \# $P$-hardness, notice that the problem is a slight variant of the counting version of a knapeack problem with weights $w_{1}, w_{2}, \ldots, w_{n}$ and knapsack capacity $t$; the only difference is that the same weight can be selected more than once, as long as the total number of selections is still at most $n$. By returning to the reduction from the exact cover problem to the knapsack problem [8], it is straightforward to verify that, for those instances of the knapsack problem that arise in the reduction, no solution exists in which a weight is selected more than once.

It is even easier to see that computing the coefficient of $x^{t}$ in the product of $n$ sparse polynomials is \#P-complete, by considering $\left(1+x^{\boldsymbol{w}_{1}}\right)\left(1+x^{\boldsymbol{w}_{1}}\right) \cdots\left(1+x^{\omega_{n}}\right)$. A product of sparse polynomials arises as $\prod_{i=0}^{\prime-1} a\left(x^{2^{i}}\right)$ in Section $4 ;$ what seems to make these easier to compute is the special relationship (a geometric sequence) of the exponents among the constituent polynomials.

Notice that Theorem 27 remains true when $Z$ is replaced by $Z_{p}$, where $p>(n+1)^{n-1}$, since the number of solutions of this version of the knapsack problem is at most $(n+1)^{n-1}$. If, instead of having the base field fixed in advance, we allow the field to be specified as part of the input, then, by the Chinese Remainder Theorem, this sparse polynomial exponentiation problem is still \#P-complete with the restriction that characteristic of the input field is $O(n \log n)$. This problem is even closer to that discussed in Section 6.
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