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Abstract - In this paper, we present a new scheduling hence require less chip area, asmpared to random logic.
algorithms that generates area-efficient register transfer level Furthermore, the generated design can be tested easily due to the
datapaths with multiport memories. The proposed scheduling reduced number of hardware modules. The availabilityigh-
algorithm assigns an operation to a specific control step such density and high-speed multiport memories motivates the use of
that maximal sharing of functional units can be achieved with multiport memories in datapath synthesis.
minimal number of memory ports, while satisfying given Most of the previous approaches allocate variables either to
constraints. We propose a measure of multipormemory cost, isolated registers or to register files [2-5]. Howewbey do not
MAV (Multiple Access Variable) which is defined as a variable fully utilize the advantages of multiport memorifes variable
accessed at several control steps , and overalemory cost is mapping. A handful of systems reportdoe use of multiport
reduced by equally distributing the MAVs throughout all the memories for datapath designs. Balakrishnan et al.[éhve
control steps. When compared with previous approaches for reported a technique to minimize the numbemefmorymodules.
several benchmarks available from the literature, theoroposed  Grouping a maximal number of registers into a clustieejr
algorithm generates the datapaths with lessnemory modules algorithm assigns a cluster of registers to a multipwinory at a
and interconnection structures by reflecting the memory costin time. The left-over registersare either allocated to isolated
the scheduling process. registers or grouped into multiport memories by repeatedly
applyingthe same procedure. The algoritbften leads tonon-
optimal register allocations in the numbemaémorymodules and
. INTRODUCTION interconnection cost. Wilsoret. al.[7] presented a heuristic
algorithm in which registerare allocated to available multiport
Due to theadvance ofVLSI circuit fabrication and design memories one-by-on@ue to the local nature gfeedysearch, the
techniques, it has bedrecome feasible toealize a large-scale algorithm does not guarantee an optimal solution in the number of
system in a single chip. For the productivity enhancement of desigiemory modules and the number of registers in eawgmory
engineers, researchers in th@AD communityhave been module. Ahmad et al.[8] formulatethe O0-1 integer linear
attempting to automate design process at higher levels @fogramming (ILP) taenerate the minimum number of multiport
abstraction. In the pasfew years, synthesis from behaviorainemorymodules, and tried to reduce the number of registers in
descriptions has become an active field of research[1]. A high-levgdch memory module. However, by not considetiiegzonnections
synthesizer generateBTL (Register Transfer Level) datapathsbetween multipormemorymodules and FUs, the algorithm incurs
according tahe behavioral specifications described in a hardwatarger inter-connection cost inhe final implementation of
description language. High-level synthesis consists of two majdatapaths. Kim et al.[9] also used the Q- togroup variables
tasks: scheduling and allocation. Scheduling determines thgo multiport memorymodules, buthey did nottry to minimize
number of controlsteps(clock cycles)needed to execute input the number of registers in each memory module.
behavior and the operations performed in eachtrol step. In this paper, weropose new scheduling algorithhat utilizes
Allocation consists othree subtasks: functional unit allocation,multiport memories in RT-level datapath synthesis. Most of the
register allocation, and interconnection binding. Each operation $gstems utilizing multiport memories described above generate
assigned to a FU in functional unit allocation process, and variab@&tapaths by taking a scheduleatle sequence asput. In these
are bound to registers or register files during register allocatiosystems, multiport memories are fiaty utilized because theost
and connection structuresare constructed between FUs andof memorymodules is considereonly in allocation process. The
registers in interconnection binding process. number ofmemorymodules is related to the number of variables
In designing complicated/LSI chips, registers areisually —Simultaneously accessed at a control step. More efficient utilization
grouped into a register filtor efficient implementation. Multiport of multiport memories can be achieved by consideringctise of
memories provide an effectingay forsuch an implementation, memorymodules in scheduling process under time and/or resource
and the advantages of enhancisgstem performance. Designsconstraints. The time-constrained schedutigs tominimize the
utilizing multiport memories arenore structured and modular, costs of FUs anchemorymodules, while satisfyinthe given time



constraints. In conventional resource-constrained schedulirapntrollers to drive the generated datapaths syrthesized by
constraints are usuallgiven bythe available number of FUs. In FSM generator using state table.

addition to the constraints on FUs, constraintsnemory modules,
such as the maximum number of memory ports and the type of e&th
port, can be given as constraints in scheduling process. The
proposed resource-constrained scheduling algorithm accepts the
constraints on the numbers of FUs and memory modules.
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This paper iorganized as follows: Ithe section tdollow, the o o
overall picture of the proposed system and our target architecture ig Multiport Multiport Mux
presented, and the scheduling algorithm to utilize multiport | Memory| ***® | Memory v N
memories is described in Section 3. In Section 4, experimental
results andcomparisons with other approachase presented.
Conclusions are drawn in Section 5. O : Tri-state buffer
X : Mux input

Figure 2. Target architecture of SODAS.
. SYSTEM DESCRIPTION& TARGET ARCHITECTURE
Target architecture of SODAS is similar to thaMiAP system

Figure 1 showsthe overall configuration and synthesis [8l: @ shown in Figure 2. Supportingnear topology, the

methodology ofthe proposed system, SODAS (SOgang Desigﬁrchitecture is flexible enough to leenployed for generaligital
Automation System). Taking VHDL behavior descriptionéngsit, ~ SYSt€mS. It consists ofsa_et of FUs, a set of multipamemories,
C/DFG (Control/Data Flow Graph) containingata andcontrol and a set ofnterconn_ecu_on units betwe_ernemorymodulgs and
informations on the input behavior is generated as an intermedi&tdS for datacommunication. Each multiporhemory consists of
format, and is usedfor both simulations dhput design several ports, each of whichay beread-only, write-only, or read-
descriptions and synthesis of datapaths. Design constraints WiHt€ tyP€. A bus isconnected to each port. Tri-sta.te buffers are
respect to resources and/or execution delags refined into US€d to drive a specific bu§, and output of a Fldoisnected to
synthesis constraints mogiitablefor synthesis process, such asPecific buses througthe tri-state bufferSODAS employs two-
number of controkteps and available hardware modules. Unddthaseclocking schemes to d_“Ve generatdﬂiapaths. In thewo-
those constraints, scheduling is performed W@itBFGs which are Phaseclocking schemedata is stored into anemory module at
verified through simulation. phase-1, while data is loadé®m a memorymodule to a FU at

phase-2.

VHDL Simulator VHDL Analyzer ’

. SCHEDULING REFLECTING MULTIPORT MEMORY USAGE

SODAS Determination of a proper objective function in scheduling
Y Allocation Process determines overall performancetbe synthesizer. Efficientsage
Scheduling Proces$ 1. FU Allocation . . .
1.Timecj15tra|nts < 2. Storage Uit Alocation of F.Us. can be .achleved in scheduling process by equally
2. Area Constraints Register Mlocation distributing operationsover the control steps[3]. Most of the
ultiport Memory Allocation i X X . L.
3. Interconnection Binding scheduling algorithms previously published try to minimize the

not only the number of FUs but also the numbemeimoryports
through which variables are accessed.

Each operation executed at a congtep is divided into three
phases: operand read, execution, and write-back phases. The
operands used in FUs are loademm memorymodules at read

The scheduling result is saved SAIF (Scheduling/Allocation PN@se, and the result of execution is storeshi@horymodules at

Intermediate Format). Takin@AIF as input, allocatiorprocess writg phase. The number afemory ports 'S_ proportional to the.
assigns variables to storage units, operations to FUs, Jpgximum number of data transfer operations (reads and writes)
executed at a contradtep. By considering the number of data

connections between storagmits and FUs to interconnection ) - ]
structures such as muxes and buses. During synthesis process/@isfers in the scheduling process, the requiremembeshory
Borts can be reducedwo different schedulings under the time

component library is used to provide information on area and del 9 c ) J° ~
of each hardware module. Synthesis results are generafemnim cOnstraints of five contralteps are presented in Figure Jstmw
of structural VHDL description and state table. Structural VHDL olihe benefits obtained by considering data transfers in scheduling

the generated datapath is usésr schematic display, andP'OC€sS:

/ ' numbers of FUs and contralteps. In contrast to thprevious
Stuctural VDT ED approaches, thproposed scheduling algorithtries to minimize

|Schematic Displa)l | FSM SyntheS|s| | Logic Synthesﬁi

Figure 1: Overall picture of SODAS.



a b have the same probability. If the probability that the operations of a
type belong to a certain contrgtep is 1, i.e.when all the
operations are concentrated at a certntrol step, theH(op)
becomes 0.

#csteps
H(OP) = - izl Ryp(i) Obg(Pop(i)) / log (#csteps) (2)

The seond factor of our priority function reflects the
distribution of data transfexsverall controlsteps. The number of
data transfers at eontrol step determines the numberroémory
ports required to access the operands. To reduce the number of
memory ports, we try to evenly distribudata transfers ovell the
control steps. A variable accessed at several control steps, called as
multiple access variabl@MAYV), is treated with special care. For

Figure 3. Two different schedules obtained by
(a) not considering data transfers (b) considering data transfers.

Optimal solution requires one multiplier and @ldJ, as shown - ‘
in both schedules. However, Figure(l® showsless number of example, variablea is accessed at cstepl, cstep2, cstep3, and

data transfer operations than that of Figu@)3For the schedule CSteP4 In Figure 3a), and isaccessed at cstepl and cstep4 in
in Figure 3 (a), the maximum number of operand reads isFigure 3 (b). It means that less ports are requedrigure 3(b).

determined to be four, due to the variables accessed at cstep 1Tt‘£ siFuation o.f.Figure %) _can be imPr_O"ed utilizing MAVs. If
b, d, and e). Iwontrast to Figure ), maximum number of reads operation requiring aMAV is not oncritical path,memoryport

for the schedule in Figure 3 (b) is three: at cstepl (due to a, b, a{ﬁguirement can be reduged by equally distributing MAVQ all
d), cstep2 (due to ¢, d, am), andcstep5 (due to b4, and t6). the control steps. We Qeflné/arSe(opn) as the set.of yanables
accessed by an operatiopn For exampleVarSe(*1) in Figure 3

is {a, b, t1}. The probabilityfor a variables to be accessed at
controlstep i, Prob(, i), is obtained by multiplying the fractions of
time frame intervaldor the operations which access variablas

shown in equation(3). The probability for variables of being

Number of writes is twofor both schedules. Assumitigat
available memory modules have one read-only pathd two
read/write ports and that thewo-phase clocking scheme is
employed, two memorynodules are requirefbr the schedule in
Figure 3(a). InFigure 3 (b),onememorymodule is sufficient for ) S
data operations by assigning and +; operations to cstepl and simultaneously accessed at contsep i, Ry(i), is given by

cstep 4, respectively. In thoposed scheduling algorithm, effortsegu"’_ltior_' (4), where/ is _the se_t ONAVS' A measure of 89‘“'
are made to reduce the numbecohcurrent data transfers as We”d|strlbut|on for these variables is defined by antropy function
as the number of EUs and given by equatioif5). Lager value of H(V) indicateshat

MAVs are more equally distributed throughout the control steps.

A. Priority Function

1
The timef i f h ion in C/IDFG b Prob . 1) = Il @
e timdrame Intervalfor each operation In can pe f Il t. -
P vOErl\?larg%?(sopn)bOpn(v) eOpn(V) +1

obtained by théA\SAP andALAP schedules. Let g, and g, be
the ASAP and ALAP schedules for an operati@pn, respectively.
The priority function ofthe proposed scheduling consists of two

where lbpr{v) and %pr{") are ASAP and ALAP schedules of
operati@pnwhich uses an MAYV as operand.

major factors. The firsfactor is defined ashe measure of equi- Ry (i) = EProb(v, i) 4)
distribution of operations to contreteps, and can be calculated by v iV

the time frame intervaldor the operations in C/DFG. The #csteps )

probability forthe operations dijpe 'OP' ofbelonging to control ~ H(Y) = - izl Ry (i) Oog (R, (i) / log (#csteps)  (5)

step i, Ryp(i), is thenormalized form othe distributiongraph[4]

and is given by equatiofl), where hp is the number of  Figure 4 presents the initistheduling statéor the C/DFG in
operations of typeOP"and Prob(opn,i) is the probability of angigure 3, and the time frame intervéts operationgire shown in

operationopnscheduled at control step i. Figure 4(a). TheMAV set is determined to be {a, b, tpm the
) _ C/DFG. Lifetime for an MAV isdetermined as the union of the
Pop(i) = opn%OPPrOb(Opn’ i) I Nyp ) time frame intervals of operations which use the MAV as operands,

] ) as shown in Figure @). Lifetime for MAV "a" is obtained by the

where Prob(opn, i) :{ 1/ (eopn _ Bopn *1). i €opn <1< bopn  ime frame intervals of operationg,** 4, +1 and + which use the

0, otherwise MAV as operand. Figure 4 (c) showthe probabilities for

operations andMAVs in each controktep.From Figure 4 (c), the

For the maximal utilization of hardware resources, a measurerggasures of equi-distribution for operatiomsd for MAVs are
equi-distribution for each type of operations is defined by aalculated by substituting the probabilities into equation (2) and

entropy function[10] and given by equation (2). The value of H(ORY), respectively. For example, thentropy value for MAVs is
lies between 0 and 1. H(OB&comes 1, wheall thecontrol steps determined by (0.13*l0g0.13 + 0.19*l0g0.19 + 0.19*0g0.19 +



0.3*l0g0.3 + 0.19*l0g0.19)/log5 = 0.914. Similarly, H(b¢comes indicated in boldline. As described earlier, $p and Sgq are
0.914 and H(*) is 0.977. It can be obsentbdt multiplication obtained by changinthe time frame interval [1, 4] into [2, 4] and
operations are distributechore evenlythan those of addition [1, 4] into [1, 3], respectively. The time frame interval afis also

operations. changed becauseg #s successor of 4 as shown in Figure 5 (a).
d
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Figure 4. Initial scheduling state for the C/DFG in Figure3 - - - - - - ——= - -—= - —= - - - - — ===

Time frame intervals for operations Llfetlme of MA\/s
(b)
Figure 5. Two neighbor states for operatiqn {a) Sk 1 , (b) Sg.1.

(a) Time frame intervals for operations (b) Lifetimes for MAVs.
(c) Probabilities for operations and MAVs in each control step.

Through the scheduling process, the time frame intéovatach - .
operation is calculated and maintained ascheduling stateWe Probabilitiedor operation@ndMAVs at a controktep of the
define the objectivefunction for a schedulingstate S as the N€ighbor states can be obtained by equatid)s and (4), as

weighted sum of the entropy functions for operations and variablddicated in Figure 6. Entropy values fall operation types and
as shown in (6). MAVs are also presented in the figuBomparingthe entropy

values of the neighbor states with those of the initial state of Figure
(OPLJ Wp + H(V) DNp (6) é (), probabil_ities‘or addition operatiomndMAVs become more
alanced, which meartbat the numbers of adders angemory
ports can be reduced in the neighbtates. Thebjective function
The weight Wp for operation typéOP" isdefined to be theost ~for each neighbostate is calculated by equation (6) using the
of the corresponding module in system library, dhd weight entropy values of operatiorend MAVs, andstate transition is
is defined as theost of memoryports. The maximal sharing of a made to the neighbostate with largerpriority function. The
functional unit and efficient utilization of multiport memories carentropy values for multiplications ithe neighbor statesre the
be achieved by maximizing the objective function. same as those of initial state, because the tiemae intervals of
As scheduling progresses, the time frame intefvnl each multiplication operations have not been changed. However, the
operation is getting tighter. A pair of neightsiates, §and §,  entropy values for addition operatiamnd MAVs are increased by
for a schedulingstate S are defined as the scheduling stategate transition to g, resulting in less number of adders and/or
obtained by reducing the time frame interval of an operatium memoryports. Therefore, Sq in Figure 5 (b) is selected as next
from [bopn  €prd 10 [bopritl, &prl and [ypn Eprll  State.
respectively. The gain fothe transition to a neighbstate is
proportional to the derivative of the objective function. Pphierity
function of our scheduling processtie linear approximation of
the derivative of the objectivieinction inthe time frame interval
and is given by equation (7).

OF(S) = H
) foraII%Ptype

L R, (cstep) P,(cstep) R, (cstep)

OF(S - OF(S
PF(opn) = - opn) ~ OF(pn) | (7

€opn ~ bopn

In Figure 4(a), the timeframe interval of operationqts found
to be [1, 4]. Two neighborstatesfor +, Shy.q and Sgq, are
obtained by changingme frame intervals of ¢ as shown in
Figure 5(a) and (b)respectively. The lifetime for MAVs in each
state is also presented, aokange ofthe time frame interval is ~ Figure 6. Probabilities for operations and MAVs (a) ip 5ifb) in Sg ;.




B. Scheduling under Time Constraints Resource_Constrained_Scheduling ()
begin
Figure 7 describes the overall time-constrained schedulingor each operation opn do
algorithm. The algorithm is of iterative/constructive nature in that begin
it constructs a schedule incrementally. Time constraints can be Set g, to the result of ASAP(opn);
specified in the number of control steps by the user. The scheduling Set gpnto the result of ALAP(opn);
algorithm generates a schedule that uses minimal number of FUsnd,;
andmemoryports, while meeting thgiven time constraintszrom M, = maximum allowed number of read operations for a cstep;
the initial state inwhich the time frame intervalare set by the M, = maximum allowed number of write operations for a cstep;
ASAP and ALAP schedules, a neighbatate with the highest cstep =1;

priority function is selected. while (constraints are met in all control steps) do
begin
Time_Constrained_Scheduling () Construct the readyll{sstep);
begin Nhp = number of 'OP" type operationsRb(cstep);
Find the initial scheduling state using ASAP and ALAP; r =Number of reads iRL(cstep);
while there remain unscheduled nodes do w =Mumber of writes ilRL(cstep);
begin while ( Np>Mgpor N.>M; or N, >M,,, ) do
for each unscheduled operation opn do begin
begin if (all operations in ready list are in the critical path) then
Calculate objective function for OF(,%}:), OF(S%prQ; for (each operation in ready list) dgpg.‘: Spn* 1;
Calculate priority function PF(opn); Calculate PF@‘gﬁer all operations in ready list;
end; Take Se with highest priority as the next scheduling state;
Make transition to the neighbor state with the highest PF(opn); end;
end; cstep = cstep + 1;
end; end;
Figure 7. Time-constrained scheduling algorithm. end;

Figure 8. Resource-constrained scheduling algorithm.

C. Scheduling under Resource Constraints Figure 9 (a)shows aninitial scheduling state and th&SAP
schedule fothe C/DFG in Figure 3, and the time frame interval of
List scheduling is one of the most popular scheduling methaglsch operation is shown in Figure(l9. Now, considerthe case
under resource constraints[1]. The constraints are usgigby in  where FU constraints of two multipliers and one adatergiven,
terms of the number of FUSODAS employs a variation tie list and memory port constraints of foureads and three writes are
scheduling algorithm fothe synthesis of datapaths with both Flderived fromthe design constraints specified by users. fEady
and memory port constraints. The goal of resource-constrainelist for cstep 1 is constructed Hye ASAP schedule. The
scheduling is that each operation is assignedcnérolstepsuch  operations scheduled at cstep 1 is set g {, +1, +9}. *1 and
that maximal sharing ofunctional units can be achieved with*, can be scheduled to cstepl because two multipliers are
minimal number ofmemory ports, while satisfyingthe given available. However, both+and + cannot be scheduled to control
resource constraints on batlemorymodules and FUs. Resourcestepl due to the resource constraints. sitisfy the resource
constraints consist of two factoravailable numbers of FUs and constraints, one of two addition operations must be deferred to a
multiport memory modules. Design constraints omemory later control step. Priority function in equation(7) is used to
modules, such as number ofemory modules, are refined into determine the operation to be deferred. Figure shOws the
synthesis constraints mosgitablefor synthesis process.dybis  neighbor states oftand + and probability at each control step.
defined as available number '‘@P'type operationsand M and
M,y as the synthesis constraints in the number of reads and writes
which can be concurrently executed in a corgtep, respectively. -
Overall resource-constrained scheduling algorithm is described dstepl
Figure 8. T
In theproposed resource-constrained scheduling algorithrfiSteP2
operations which can be assigned to a comstigbcs are inserted cstepsi
into readylist denoted byRL(cs). Nop represents the number of -
'OP' type operations in the ready list, and the total numbers of readsep4
and writes in theeadylist is defined as Nand N,, respectively. i
During scheduling process, execution of the operation with the
highest value of priority function is deferred to next control step Figure 9. Initial scheduling state
when the given synthesis constraints are not met. (@) ASAP scheduling, (b) time frame intervals.




d assignment of variables tmemory ports. For the assignment of
variables to multiport memories, wemploy a graph-theoretic

o2 I l — [ | +2 approach usinghe weighted bipartitenatching algorithm. Each of

cste| . N . - Y

P I I I B R | the variables accessed ¢ontrol stepcs is assigned to a specific
*5

memoryport. A weighted bipartite graph, &, is constructed for
each controktepcs where variables accessed in ttentrol step
fffffffffffffffff SR form a partition andhe memory ports fornthe other partition. The
@ edge weightare calculated to obtain the minintalst assignment
for the bipartite graph @§. Theyare determined by the internal
SRR pEEREIE S and the external costs. Internebst representshe numbers of
registers andmemory ports in eachmemory module, while the

cstep 2 7 7* I " nl “ external cost reflects the number of multiplexers (and/or
C T - ] S F - - multiplexer inputs) in front of input ports of a functional unit and

cstep 3

cstep 4

cstep 1

estep 3 * i the number of tri-state buffers (TSB) required at the output port.
After the edge weights in the bipartite grapltgshave been

) determined, each of the variables accessed indh&ol stepcsis
assigned to a specifioemoryport by using the bipartitmatching
algorithm. We denote Nand N, as number of variables in cs and

cstep 4

R, (cstep) R, (cstep) . :
1 H(V) = 0.985 1 H(V) = 0.946 number of memory ports, respectively. Let i be 0-1 integer
0.75 0.75 variable, where i = 1,...,VNandj =1,...N Variable )fJ is 1 when
05 053 033 0.33 05 a _ variable y is assigned to portj,pand is 0 otherwise. Then, the
025 025 variable-to-memory port assignment problem is transformed into a
0 cstep cstep complete bipartite matching problem akown in equation8),

where Ui represents the edge weight betwegand B

Figure 10. Neighbor stateg, ®r +1 and + in Figure 9.

(a) neighbor state $¢, (b) neighbor state g, (c) R, for (a), (d) R, for (b). Minimize Izj Wi Dﬁj (®)

subject toy X; = lfori=1,.., N

Figure 10 (a) and (lghowthe neighbor states ;Seand
Se; o, respectively. The entropy values of operatiares same for
both states. However, the probabilities for MAVs are charfrgaa
the initial state, ashown in Figure 11 (c) an). The entropy
value forthe MAVs in Se, 4 is found to be.985, which is greater | the formulation, constraints represent the requirements that
than 0.946 of Sgy. Se.4 is chosen as next state. The distributiorthere must benly one matching for variablg and port p As a

%x“:lforj:l, . I}g

of MAVs is more balanced in the state. final step, each of the variables accessed in cs is assigned to a
specificmemoryport. Multiport memorymodules areonstructed
D. Multiport Memory Allocation using the results ofariable-to-port assignment. A variable must be

assigned toonly one memory module not to maintain multiple

Allocation process iSODAS consists of three phaseBt copies. By clustering the ports through which a varla_ble is accessed
into a memory module, memory modules are determined.

allocation, multiport memory allocation, and interconnection interconnection binding phase, interconnection costs are
binding FU allocation is performed by assigning each operation faqyced in number of multiplexer inputs by exchanging buses
C/DFG to a phySlC&' FU. The overall procedure for FU a”OC&thﬂetween memory modules and FUs performmgommutaﬂve
consists of two phases: weighted compatibility graph constructioperations. The overalflow of Multiport memory allocation

and application of the weight-directed clique partitioningalgorithm and detailed descriptiofer cost function can be found
algorithm[2]. Edge weight in compatibility graph reflects then [11].

number ofcommonvariables used as sources or destinations of

operator pair, thus represents gavings in area by sharing a FU . EXPERIMENTAL RESULTS
for the operator pair.
Multiport memory allocation process is performed in two The proposed algorithm has been implemented in C

phasesijnitialization and variable-to-memory port assignmerin ~ programming language on SUN SPARC workstation running
the first phase, lifetime analysier the variables ifC/DFG is UNIX™ operating system. Experiments have been performed for
performed and the number ofiemory ports is determined by three MCNC benchmarlprograms; differential equation solver,
analyzingall thecontrol steps incode sequences. the second Sixth-order elliptic bandpass filter[5] and fifth-order elliptiave
phase, variable assignmentrtemoryport is performed for each filter[3]. In the experimentsor filter benchmark programsill the
control step. In eachcontrol step, multiport memories are coefficients are assumed to be stored in a single port ROM. Results

constructed and updated by using the results of the curréie compared with those synthesized by existing systems.



TABLE
ScHEDULING RESULTSUNDER SEVERAL TIME CONSTRAINTSFOR THEDIFFERENTIAL EQUATION SOLVER,
WHEN THEMEMORY PORT COSTS ARE CONSIDERED DURINGCHEDULING.

#csteps 4 5 6 7 8 9 10 =11
#read ops 6 4 4 4 4 3 3 2
Scheduling with #write ops 4 3 3 2 2 2 2 1
port costs considered #RAMs 2 2 2 2 2 1 1 1
#ALUsS 2 2 2 1 1 1 1 1
#Mults 2 1 1 1 1 1 1 1
#read ops 6 6 6 4 4 4 4 2
Scheduling without #write ops 4 3 3 2 2 2 2 1
port costs considered #RAMs 2 2 2 2 2 2 1
#ALUsS 2 2 2 1 1 1 1 1
#Mults 2 1 1 1 1 1 1 1
A. Synthesis of Differential Equation Solver Table 2 shows the scheduling results for the differential equation

solver under various resource constraints. The goal of resource-

Table 1comparesthe scheduling resulfer the differential constrained scheduling is to minimize the numbegouitrol steps,
equation solver under several time constraints, whemmraory ~ while satisfyingthe given constraints. Theesultsshow that the
port costsare taken intaccount inthe scheduling phase.schedule requiring the minimal numbercohtrolsteps isachieved
Scheduling results without pocosts consideredre obtained by under FU constraints. It can be obsertlegt the number of data
setting V\b in equation (6) t@zero. The number of FUs is same fortransfers is also reduced by takimgmoryport costs intaccount
both cases, bunhore efficient schedules in terms of number of datduring scheduling. For the resource constraintsvof multipliers
transfers can be obtained by takimgmoryport costs intaccount and oneALU, the number of reads is reducedtisp when using
during scheduling. Under time constraints of 5 and 6 coatefs, the memory modules with one read port and two read/write ports.
the number of reads is reduced by two. When time constraints are
set to 9 or 10 control steps, the number of reads is reduced by or®. Synthesis of 6-th Order Bandpass Filter

From the experiments, it can be obserteat the schedule
requiring less memory ports is generated by taking the memory portTable 3showsthe synthesis resulfer the 6-th order elliptic
costs into account. Reduction in the numbanemmory ports incurs bandpass filter with the time constraints of ddntrol steps. We
the reduction in memory module costs. When it is assuhadhe comparethe results with thosproduced bythe system proposed in
available memory modules have one read-only pahd two reference [9], MAP, and ADPSI[5] systems. The number of registers
read/write ports, the number wiemorymodules is reduced by one is the samdor all thesystems. However, SODA§enerates the
for bothtime constraints of 9 and 10 contsieps,compared with datapath with fewer multiplexer inputs and tri-state buffers than

the conventional scheduling methods. those by the other systenBoth SODASand Ref[9] generate the
datapath requiring twanemory modules. However, port costs
TABLE (number of R/W ports) of SODAS is less than those of Ref[9].
SCHEDULING RESULTS UNDERVARIOUS FU CONSTRAINTS
FOR THE DIFFERENTIAL EQUATION SOLVER. TABLE
(1,1) (1,2) (2,1) (2,2) SYNTHESISRESULTS FOR THEG-TH ORDER BANDPASSFILTER
#esteps 7 6 5 4 SODAS Ref[9] MAP ADPS
Scheduling #read ops 3 5 4 6 #Csteps 11 11 11 11
with #write ops 2 3 3 4 #ALUs 2 2 2 2
port costs #RAMS 1 2 2 2 #Multipliers 1 1 1 1
considered #ALU's 1 2 1 2 #Mux Inputs 9 10 12 27
#Mults 1 1 2 2 #TSBs 6 6 7 N/A
ficsteps 7 6 5 4 #Buses 5 5 5 N/A
Scheduling #read ops 4 6 6 6 #Registers 11 g‘l 11 11
without #write ops 2 3 3 4 #RAMs Zi 2 2 N/A
port costs #RAMS 2 2 2 2 #ROMs 1 1 1 N/A
considered #ALU's 1 2 1 2 CPU Sec. 0.76 N/A 1.01 187
#Mults 1 1 2 2 a:aRAM with 1 R port & 1 W port, and a RAM with 1 R port & 2 R/W ports
b : a RAM with 2 R/W ports, and a RAM with 3 R/W ports c: Unknown

* FU constraints: (W, 1. MaLy) ™ RAM with 1 R port and 2 R/Wports



TABLE
SYNTHESISRESULTS FOR THES-TH ORDERELLIPTIC WAVE FILTER

SODAS Ref[9] MAP GMD STAR SPAID HAL
#Csteps 17 17 17 17 17 17 17
#Adders 2 2 2 2 2 2 2
#Multipliers 1 1 1 1 1 1 1
#MUX Inputs 8 9 10 N/A 11 17 26
#TSBs 5 5 5 N/A 12 N/A N/A
#BUSes 5 5 5 N/A 4 5 6
#Registers 11 12 14 11 13 19 12
#RAMs A P o€ o€ 50 5° N/A
#ROMs 1 1 1 1 1 1 1
CPU Time(sec.) 0.97 N/A 1.33 N/A N/A N/A 360

a : a RAM with 2 R/W write ports and a RAM with 2 read ports & 1 read/write port b : a RAM with 2 R/Wports and a RAM with 3 R/Wports
¢ : Unknown d : Register files with 1 R port & 1 W port e : RAMs with 1 R/W port * Includes scheduling time
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