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ABSTRACT
Trustworthy communication in vehicular ad-hoc networks is
essential to provide functional and reliable traffic safety and
efficiency applications. A Sybil attacker that is simulating
”ghost vehicles”on the road, by sending messages with faked
position statements, must be detected and excluded perma-
nently from the network. Based on misbehavior detection
systems, running on vehicles and roadside units, a central
evaluation scheme is proposed that aims to identify and ex-
clude attackers from the network. The proposed algorithms
of the central scheme are using trust and reputation informa-
tion provided in misbehavior reports in order to guarantee
long-term functionality of the network. A main aspect, the
scalability, is given as misbehavior reports are created only if
an incident is detected in the VANET. Therefore, the load of
the proposed central system is not related to the total num-
ber of network nodes. A simulation study is conducted to
show the effective and reliable detection of attacker nodes,
assuming a majority of benign misbehavior reporters. Ex-
tensive simulations show that a few benign nodes (at least
three witnesses) are enough to significantly decrease the fake
node reputation and thus identify the cause of misbehavior.
In case of colluding attackers, simulations show that if 37%
of neighbor nodes cooperate, then an attack could be obfus-
cated.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: General—
security and protection
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1. INTRODUCTION
The communication between mobile nodes (e.g. vehicles)

and infrastructure nodes (e.g. roadside units) in an Intel-
ligent Transportation System (ITS) is primarily based on
IEEE 802.11p wireless ad-hoc message transmission [11].
One of the main goals of ITS communication is the enhance-
ment of traffic safety and efficiency. Vehicles and Roadside
Units (RSU) are broadcasting messages with traffic related
data. Due to the wireless property of the communication
channel, the transmitted messages, used by ITS functions,
have to be protected by cryptographic security solutions.
As proposed by the IEEE 1609.2 draft standard [12], digital
certificates are used to ensure the authentication and au-
thorization of message senders. A Public Key Infrastructure
(PKI) issues certificates, but only for authenticated nodes of
a Vehicular Ad-hoc Network (VANET). Nevertheless, it is
assumed that attacks on the VANET are possible as crypto-
graphic keys could be misused or malicious software could be
installed on some nodes. Also faulty nodes could disturb the
functionality of ITS communication unintentionally but per-
manently. As a result, misbehavior detection and evaluation
is necessary to keep overall functionality of ITS communica-
tions.

A local misbehavior detection system on the network nodes
is able to detect inconsistencies in mobility data (i.e. abso-
lute position, heading, speed) by applying plausibility checks.
However, this detection is restricted to nodes that are in
communication range of the attacker at current moment in
time. Also, if local misbehavior detections are forwarded
via multi-hop communication to neighbors, the long-term
exclusion of attackers is not possible, as analyzed in more
detail in Section 3.3. Furthermore, the local misbehavior
evaluation suffers from pseudonym changes of attackers and
therefore only a reduced set of information may be avail-
able. Hence, we propose the transmission of locally created
misbehavior reports to a central evaluation entity. This per-



mits to detect attacks, based on a larger set of information,
and identifies attackers with higher probability. Our main
concept is based on the computation of trust information
regarding neighboring VANET nodes. Successful detections
are used subsequently to exclude disturbing nodes from the
VANET until they have proven their benignity. As great at-
tention is given to scalability, flexibility and practicability,
the proposed scheme aims to provide a basis for automated
misbehavior detection in ITS.
Organisation: In Section 2, we present the related work

for misbehavior detection in VANETs and trust manage-
ment. Section 3 provides the system assumptions and Sec-
tion 4 describes the proposed central misbehavior evaluation
scheme. In order to show the feasibility of the model, Sec-
tion 5 analyzes the performance and security issues and eval-
uates the scheme based on simulation. Section 6 concludes
the paper and gives an outlook for future work.

2. RELATED WORK
Misbehavior detection is an important topic in VANETs

and was studied in several publications. At first, related
work regarding detection algorithms on network nodes is
discussed and subsequently related proposals for trust man-
agement are analyzed.

2.1 Misbehavior Detection Approaches
Our central misbehavior evaluation scheme is based on de-

tection algorithms applied on network agents. It is assumed
that nodes are running mobility data plausibility checks as
proposed by several authors [24, 13, 16, 7, 10]. In [21] the
detection of attackers and their temporary local exclusion
from communication is autonomously done on the network
node. But, a permanently exclusion from the whole VANET
can only be done by a central entity based on reported detec-
tions and a larger information base. Especially, if different
spatially and temporarily distributed attacks are assumed,
a reliable long-term exclusion seems not to be feasible by
decentralized network nodes.
The authors in [28] and [6] propose misbehavior detection

systems using roadside units that provide and forward spe-
cial data and certificates in order to detect ghost vehicles
simulated by an attacker. Assuming a VANET without a
dense network of roadside units and no constant communi-
cation to back-end services, the protocols may not work reli-
able. Furthermore, communication of security-related data
for misbehavior detection should not be transmitted between
vehicles permanently, due to limited bandwidth. Though,
a central misbehavior evaluation concept can concentrates
on event based reports that contain information about ob-
served inconsistencies in mobility data. In [4], a plausibil-
ity check detects overlaps between vehicles. This misbehav-
ior detection schemes creates polygons for adjacent vehicle
nodes based on their physical dimensions. As every vehicle
occupies a certain space on the road, an overlap of two poly-
gons triggers the generation of a misbehavior report. The
design of central evaluation should be flexible so that differ-
ent algorithms for misbehavior detection could be integrated
(e.g. based on Received Signal Strength Indication [14] or
directional antennas [22]).

2.2 Trust Management Approaches
In [29], a survey is given that analyzes most important

approaches for trust management in VANETs. This survey

identifies the following main requirements: decentralization,
sparsity, dynamics, scalability, confidence, security, privacy
and robustness. Most trust management approaches dis-
cussed in this survey use the reputation as basis for trust-
worthy wireless communication via IEEE 802.11p. Another
use case for applying trust information can be the identifica-
tion of attackers assuming a majority of benign nodes that
give bad ratings for possible attackers. In [2], the authors
propose a routing protocol based on node’s reputation. In
this approach, the behavior of the nodes is assessed by di-
rect neighbors. While Bella et al. do the node assessment
based on detecting selfish routing behavior, previously dis-
cussed misbehavior detection schemes can also be used to
rate neighbor nodes’ trustworthiness in a VANET. In or-
der to handle node reputation for misbehavior detection, a
two-value pair approach is used that separate trust and cer-
tainty. This strategy is well known and has been described
in more detail, for example in [23]. Related methods for
handling and aggregating such two-pair values are proposed
by Ebinger in [8]. Mármol et al. presents in [17] a Trust
and Reputation Infrastructure-based Proposal for vehicular
ad-hoc networks (TRIP), which computes a reputation score
based on recommendations and a self-estimated reputation.

3. SYSTEM MODEL
A VANET consists of nodes (i.e. vehicles and roadside

units) that broadcast messages frequently. The used mes-
sage format is called Cooperative Awareness Message (CAM)
[9] or Basic Safety Message (BSM) [25]. Every CAM con-
tains information about the vehicle (e.g. current absolute
position, speed, heading, station dimensions) and a pseudo-
nym identifier that temporarily identifies the sender.

In order to protect the network against external malicious
packet insertions or packet modifications, messages are dig-
itally signed using a private key on sender’s side and the re-
ceiver verifies the signature with the related public key. The
public key can be extracted from the pseudonym-certificate
as it is appended to every CAM. In general, only verified
messages should be used by VANET nodes. Due to privacy
protection requirements vehicles frequently and unexpect-
edly change their identifier as well as their signing certificate
with related keys. The identifiers used in the ITS commu-
nication are derived from short-term pseudonym-certificates
and can only be linked to the node’s respective long-term ID
by the PKI that has issued the pseudonym certificates. As a
precondition for central misbehavior evaluation, the PKI can
be used to get linking information of pseudonyms in order
to ignore multiple reports from the same sender announcing
the same misbehavior event.

Although nodes are probably equipped with several hun-
dred pseudonym certificates valid for the same time, it is
assumed that every node stores the related private keys in
a tamper resistant storage. Therefore, the keys cannot be
read by arbitrary users and system functions. Furthermore,
it is assumed that the position information added to CAMs
is very accurate and exceeds the quality of general Global
Navigation Satellite System (GNSS, e.g. GPS) by applying
optimization measures. Dead reckoning, differential GPS
or relative positioning [1, 18] are some possible solutions to
increase the quality of node’s location knowledge. Addition-
ally, sensors such as cameras, Radar or Lidar can be used
to increase the position accuracy in CAMs. All these opti-



mizations are necessary to reliably detect vehicle overlaps,
according to [4].
For the central evaluation of locally generated misbehav-

ior reports, it is necessary to have a connection between the
nodes of the VANET and the central entity. But, the avail-
ability of such connection is assumed to not be permanent.
Therefore, nodes would not be able to send misbehavior re-
ports over a longer time. As we aim at excluding attackers
in order to support long-term network functionality, a low
latency between local detection and central evaluation is not
a primary goal.

3.1 Adversary Model
In this paper, we focus on internal attacker that can forge

messages to generate ghost vehicles. This malicious behavior
is also known as Sybil attack.
An attacker, that places for example a non-existing broken

down vehicle on a road segment, would be able to reroute
other vehicles if their navigation systems process the faked
messages, or worse, affect safety applications of neighboring
vehicles. Based on this kind of malicious mobility data mod-
ification in broadcasted messages, a wide range of different
attacks is imaginable. An exemplary situation is depicted
in Figure 1. The claimed position of a faked vehicle a ∈ V
is overlapping a real benign vehicle b ∈ V . Other witness
nodes w1, w2, ..., w5 ∈ V in the communication range are
able to detect this inconsistency autonomously [4]. In the
remaining sections, we also assume a and b as suspected
nodes.

Attacker 

Fake position simulating 
a ghost vehicle 

Real vehicle overlaps 
position of faked vehicle 

a w3 w1 w5 

w2 w4 

b 

Figure 1: Attacker simulates a faked ghost vehicle on
the road that is overlapped by real vehicle positions

As this adversary model is relatively generic, we aim to
detect a wide area of location based attacks by applying the
proposed misbehavior detection and evaluation framework.

3.2 Local Misbehavior Detection
In order to detect the ghost vehicles, every node in the

VANET is independently running a plausibility checker [24,
4, 13]. It is able to detect abnormal events such as overlaps,
unexpected position jumps or suddenly appearing nodes.
Our proposed central misbehavior evaluation system con-
centrates on the evaluation of virtual overlaps on the road
as described in detail in [4] and depicted in Figure 1. Based
on the traffic density, an attacker is not able to place ghost
vehicles permanently onto a road without producing incon-
sistencies due to overlaps. A local misbehavior detection sys-
tem is able to detect inconsistencies but has only restricted
possibilities to identify the root cause. For example, in Fig-
ure 1 node a is overlapped by node b, which is detected
by other nodes. But the identification of the originator or
attacker node is problematic for the local system of neigh-
boring nodes.
We can further show with the analysis in Section 3.3 that

a central evaluation is able to work with a larger informa-
tion basis. Hence, a central misbehavior evaluation is more
promising for long-term exclusion of misbehaving nodes from
the VANET than the use of local systems alone. However,
local detection schemes are necessary to identify and pre-
filter obvious false positive detections.

3.3 Local vs. Central Misbehavior Evaluation
We propose to formally assess the number of inconsisten-

cies that could be detected. First, we define the notation.
A set of vehicles V is passing an area where a ghost vehicle
a ∈ V is simulated within the time frame 0, ..., n. The at-
tacker is able to change the pseudonym of the ghost vehicles
arbitrarily. Therefore, node a may appear as a′, a′′, a′′′, etc.
The subset COMk ⊂ V denotes a set of vehicles that are
within communication range of node a at time k where
k ∈ [0, n]. A local misbehavior detection system, running
on the observer node obs ∈ V , is able to detect all inconsis-
tencies Iobs produced by the ghost vehicle a when another
vehicle is overlapping a’s occupied position. The maximum
number of local detections is shown in Equation 1. Only
if obs and a are both elements of COMk and a uses the
same pseudonym a′ then detections can be linked to the
same originator node. Different sizes of the subset COMk

are used in Equation 1 by introducing the variable i and m
where 0 ≤ i ≤ m ≤ n. In general, every node that is an ele-
ment of COMk can produce an overlap with a’s position but
probably only a fraction is capable of doing so. Therefore,
a variable 0 ≤ δ ≤ 1 is used.

I(obs,a′) = (

m∑

k=i

|COMk|) · δ (1)

The slower the observer obs is passing the communication
range of a, the more inconsistencies can be detected in prin-
ciple. If a is changing the pseudonym from a′ to a′′, then obs
cannot link both detections. In contrast, a central misbe-
havior evaluation system is able to get the information that
different pseudonyms (e.g. a′, a′′, a′′′) belong to the same
node a. Furthermore, the central evaluation is able to con-
sider inconsistencies from all time frames 0, ..., n, whereby
obs can only detect inconsistencies while being within com-
munication range of a.

Ia =
V∑

obs

I(obs,a′) +
V∑

obs

I(obs,a′′) +
V∑

obs

I(obs,a′′′), obs ∈ V (2)

The comparison of Equation 1 with Equation 2 shows that
a central evaluation system is able to process a larger set of
misbehavior detections than a local system: Ia ≥ I(obs,a′).
Also if neighboring observers in communication range ex-
change misbehavior information, a central system is able to
collect more reports due to possible pseudonym changes of
the attacker: Ia ≥ ∑COMk

obs I(obs,a′), obs ∈ COMk.
Another aspect is the false positive rate in the misbehavior

evaluation. A local system, applied on a node, has to cre-
ate decisions based on limited information (i.e. number of
received messages), and within a restricted amount of time.
Using Figure 1 as example, node w1 and w3 are approach-
ing the attack scene and have to decide rapidly which of the
nodes, a or b, can be trusted. A central misbehavior evalua-
tion scheme in contrast is not forced to decide rapidly based
on limited information in order to identity an attacker for
long-term exclusion. Therefore, a central evaluation scheme



can decrease the false positive rate by increasing the num-
ber of needed independent misbehavior reports regarding a
suspected node.

4. CENTRAL EVALUATION SCHEME
We propose a Misbehavior Evaluation Authority (MEA)

that is operated in the back-end infrastructure. It collects
misbehavior reports from nodes that are directly involved in
overlaps or have observed such an event as a witness. For
the detection of ghost vehicles, the MEA uses trust infor-
mation regarding nodes contained in misbehavior reports.
The methods used in this paper, divide this trust informa-
tion into two independent elements: trust and confidence
(cf. also [23]). With this division, node assessment mecha-
nisms can be used more efficiently as opinion and certainty
about the trustworthiness of a node are separated.

Definition 1. Trust is modeled as the subjective probabil-
ity that an entity behaves as expected. The trust that node
b ∈ V has regarding node a ∈ V at time k is denoted as
tb,a(k) ∈ R. Trust has values in the range [−1, 1], where −1
denotes maximal distrust and 1 denotes maximal benignity.
New nodes start with a balanced trust value of 0.

Definition 2. The confidence value is always related to an
opinion (i.e. a trust value). According to [23], modeling the
confidence of an opinion allows to provide information on
how much evidence an opinion is based, or to state that
there is no evidence available. Furthermore, it is possible to
express, that one opinion might be supported by more evi-
dence than another one. In our calculations, where opinions
(i.e. trust values) are processed, the confidence value is used
as weighting factor. A low confidence value means low con-
sideration of related trust and high confidence means that
the related trust can be used with high weight. The confi-
dence value that node b assigns to the trust estimation of
node a is denoted as cb,a(k) ∈ R and has values in the range
[0, 1].

Definition 3. A reputation is used to express a combina-
tion of trust and confidence that node b assigns to node a.
It is denoted as rb,a(k) ∈ R with values in the range [−1, 1].

4.1 Misbehavior Report
A Misbehavior Report (MR) is used to send information

regarding possible misbehavior from network nodes to MEA.
A report stores the type of detected misbehavior (e.g. node
overlap, unexpected position jump), the pseudonymous ID
of the reporter node, a list of overlapping nodes including
their trust statements and a list of neighbor nodes surround-
ing the reporter. Figure 2 gives on overview of the misbe-
havior report structure and its content.
In every report an evidence of the observed event is added.

In case of a position overlap, two signed CAMs are added
that attest to the overlap of node polygons as detailed in [4].
The suspect nodes and relevant one-hop neighbor nodes are
reported by providing their pseudonymous ID and a trust
statement. The latter contains a trust value of the target
that is calculated by the local misbehavior detection system
of the reporter, as well as the contact duration and the trav-
eled distance of this node. In order to attest to the values
for distance and duration, an appropriate CAM is appended,
and thus, can be verified by the MEA. Finally, the complete

Pseudonym 
identifier of 

reporter 

Suspect nodes 

MR 
type 

Neighbor nodes 

ID3 Trust statement3 

IDn Trust statementn 

… 

Trust value [-1,1] 
Duration Distance 

First received signed message 

Signature 

ID1 
Trust  

statement1 

Signed 
evidence 

ID2 
Trust  

statement2 

Signed 
evidence 

Signature of message sender 

Position: latitude, longitude, timestamp  

Message type Pseudonym ID of sender 

Figure 2: Structure of misbehavior report

report is signed and encrypted before it is sent to the central
MEA. In the case of dense traffic, the size of a misbehavior
report could be limited by adding only relevant neighbors
which has observed the misbehavior autonomously. Only
selected one-hop neighbor nodes shall be added, prioritized
on the distance between the node and the location of the de-
tected inconsistency. The probability that nearby neighbors
have also detected the inconsistency autonomously is higher
than for distant neighbors.

Due to the signed evidence proving the overlap, an at-
tacker cannot accuse arbitrary nodes in the network. There-
fore, cooperative attacks with several malicious reporters
are spatially and temporarily limited. Furthermore, the
lightweight MR format allows the transmission to the in-
frastructure via roadside stations using IEEE 802.11p. Our
implementation has shown that the size of a misbehavior
report is approximately 1 KB and will be increased by 200
Bytes for every additional neighbor node. It has to be con-
sidered that the temporary MR storage on the network node
should be persistent but has no requirements regarding se-
curity or tamper protection.

4.2 Certification of Misbehavior Reports
When receiving a new MR at the central MEA, the con-

tained signatures are first verified by using the public keys of
the related pseudonym certificates. As the MEA has a con-
nection to the PKI that has issued the certificates, it is suffi-
cient to store only short certificate IDs in the MR instead of
the complete certificate structure. With the certificate ID,
the MEA is able to request the appropriate certificate. In a
second step, the evidence of overlaps is checked by verifying
the signature of CAMs. The overlap scenario can be veri-
fied by comparing the position vectors of the appended mes-
sages as shown in Figure 2. Subsequently, all information of
neighbor nodes that are appended to the MRs is verified by
comparing the position vector of the signed CAM with given
duration and distance values. If the MEA detects a note-
worthy differences between claimed values for duration and
distance and the CAM position, the report is discarded and
will not be used in the further evaluation process. Further-
more, duplicated reports from the same node, using different
pseudonymous IDs, are discarded. A possible infringement
of privacy due to this required resolution of pseudonym ID
to their related long-term ID is not further discussed in this
paper. Nevertheless, the appropriate integration of misbe-
havior evaluation in a PKI solution is an important issue as
identified in [29].

The verified MRs are stored in order to amass enough
reports from nodes that are involved, or have observed an



inconsistency, caused by node overlaps. Having enough re-
ports for an evaluation, a session is created for every misbe-
havior scenario. This session contains a list of all involved
nodes. The list of neighbors from the MRs is used to identify
possible witnesses. Based on a policy, the number of needed
witnesses can be defined before starting the further evalua-
tion. It is therefore a requirement that every involved node
should be able to detect an overlap autonomously, create a
report and send it to the MEA.

4.3 Collection of Misbehavior Reports
Due to restrictions in communication range, shadowing ef-

fects or possibly missing communication links between nodes
and the infrastructure, the central MEA may not be able to
get all MRs from all nodes involved in a session. Addition-
ally, attackers that try to blacklist benign network nodes by
sending faked MRs without having an overlap scenario on
the road, have to be considered. Therefore, the following
considerations are checked before starting the evaluation of
a session:
a) Either MRs from all overlapping nodes are received

or the number of needed witness reports must be increased
with respect to an upper bound. Assuming an overlap sce-
nario where the MEA has received a report from a witness
node w1, stating that node a overlaps node b at time k, it
is necessary that respective reports from node a and b are
also received concerning the same overlap at time k, where
a, b, w1 ∈ V . This scheme should avoid blacklisting of benign
nodes.
b) If an attacker is placing a ghost vehicle on the road,

that is overlapped by real vehicles, then it cannot be as-
sumed necessarily that a misbehavior report is sent by the
attacker. In this case, the needed number of reports from
witnesses has to be increased. As discussed in Section 3, col-
luding attackers have to spatially and temporarily synchro-
nize. Therefore, the effort for colluding attacks increases
with every cooperating malicious node. Finally, different
pseudonyms used by a attacker in the communication can
be identified and linked.
c) Misbehavior Reports have to be confirmed by witnesses.

A received Misbehavior Report, stating an overlapping of
node a and b at time k, has to be confirmed by witness
nodes wi with i = 1, ..., N . Determining the value of N is
further discussed in Section 5 and has been addressed by
related work [20].

4.4 Node Assessment Concept
The goal of the central misbehavior evaluation is the iden-

tification of an attacker inside a set of nodes that are actively
or passively involved in an overlap scenario. The evaluation
process is divided into five steps, as depicted in Figure 3.

4.4.1 Generation of Cooperative Trust-Confidence
As soon as enough reports are collected, the assessment

process is started for the respective session. In order to use
the reported information for detecting and identifying an
attacker, the trustworthiness of all involved nodes is calcu-
lated. Figure 3 provides an overview of the process to cal-
culate trust-confidence pairs that are reported by network
nodes. In the first step shown in this figure, the confidence
of reported trust is calculated using Equation 3. Node a pro-
vides the contact time with node b in form of duration(a, b)
and distance(a, b). The variables γ and β determine the

 Session 

 Trust statement for overlapped 
 nodes and neighbors 

Trust about 
target 

Confidence of 
target trust 

Contact 
time 

Contact 
distance 

Session reputation 
 about target 

Cooperative trust and 
confidence about reporter 

Series trust and  
confidence about target 

Series trust & confidence about 
target from other nodes 

Parallel trust and  
confidence about target 

1 

2 3 

4 

5 

3 

Figure 3: Overview of central processing of reputa-
tion information

minimum value for common contact time and commonly
driven distance to get a maximum confidence value. Ex-
ample values for γ and β can be found in Section 5.4.

ca,b = min(1,

1
γ
· duration(a, b) + 1

β
· distance(a, b)

2
) (3)

The given trust and calculated confidence from Misbehav-
ior Reports are used to express the trustworthiness regarding
reported misbehaving nodes or witnesses. After extraction
of the trust-confidence pairs for all session nodes, a coop-
erative trust and confidence value is calculated. This tu-
ple determines the trustworthiness of every involved node
as shown in step 2 of Figure 3. In the following process
description, the set V contains all session nodes.

Cooperative trust tce(k) and cooperative confidence cce(k)
for node e ∈ V at time k are calculated where node e is eval-
uated by all other session nodes a ∈ V and a �= e.

tce(k) =

∑V
a,a �=e ta,e(k) · ca,e(k)∑V

a,a �=e ca,e(k)
(4)

In Equation 4, trust regarding all nodes in a session derived
from all other nodes of the session, are combined with re-
spective confidence as a weighting factor. In the formula,
every trust value is multiplied by the associated confidence
value and the sum of these values is divided by the sum of
the confidence values of each session node.

Equation 5 shows the cooperative confidence of a node
e, calculated from a combination of values from all other
session nodes a, b ∈ V .

cce(k) = 1−
∑V

a,b∈V,a �=b |ta,e(k)− tb,e(k)|
2 · |V | · (|V | − 1)

(5)

cce(k) = cce(k) ·
V∑

a,a �=e

ca,e(k) (6)

This calculation ensures that the confidence value is high if
the different nodes agree on similar trust levels (i.e. the gap
between trust values is small) and the reverse, if the opinions
differ a lot (i.e. trust value differentials are high). The
fraction shown in Equation 5 expresses the mean value of the
differences between all trust values provided by session nodes
that have an opinion about node e. If the sum of confidence
values regarding e is larger than 1, then the maximum value
for cce(k) is 1.



4.4.2 Assessment of Suspected Nodes
Having this aggregated cooperative trust-confidence pair

of every node in a session, the evaluation of suspected nodes
is started in the third step of Figure 3. All nodes that are
reported to be overlapped by another node, are suspects.
The trust regarding a suspect, provided by a witness node,
is weighted with the cooperative trust-confidence pair of this
witness node, by using the results from Equation 4 and 5.
The computation of trust-confidence data in Equation 7 and
8 is denoted as series combination as the trustworthiness of
a reporter node a is used to rate a target node e.
The function tsae(tca(k), cca(k), ta,e(k)) with nodes a, e ∈

V is used to calculate this series trust regarding node e using
the cooperative trust and cooperative confidence about a at
time k where 0 ≤ tsae(k) ≤ 1. If ta,b(k) ≥ 0, then Equation
7 is used. Otherwise tsae(k) = 0.

tsae(k) = tca(k) · cca(k) · ta,e(k) (7)

The function csae(tca(k), cca(k), ca,e(k)) shown in Equation
8 with nodes a, e ∈ V is used to calculate the series con-
fidence of node e by using the cooperative values for trust
and confidence of node a. The resulting confidence csae(k)
is lower or equal than the confidence ca,e(k).

csae(k) = cca(k) · tca(k) · ca,e(k) (8)

By using Equation 7 and 8, a cooperatively less trusted node
has a lower impact in the assessment of suspects than a
node with high cooperative trust. This assessment task is
repeated for every suspected node, using the cooperative
trust and confidence of every node involved in a session. In
step 4 of Figure 3, all series trust-confidence pairs are com-
bined in parallel in order to get the final values for trust
and confidence of a suspect. This parallel combination uses
results from Equation 7 and 8 to summarize the trustwor-
thiness regarding a suspect from the different reporter view
points.
The parallel trust tpe(k) and parallel confidence cpe(k),

for node e at time k, are calculated using the results of the
series combination of session nodes a ∈ V where a �= e.

tpe(k) =

∑V
a,a �=e tsae(k) · csae(k)∑V

a,a �=e csae(k)
(9)

In Equation 9, different series trust values considering the
same suspect are combined with the respective confidence
as a weighting factor. In the formula, every series-trust is
multiplied by the associated series confidence value and the
sum of these values is divided by the sum of the series con-
fidence of each session node. This formula provides equally
balanced results between session nodes, and therefore, no
further weights are necessary.
Equation 10 shows the confidence of a node e, calculated

from a combination of values from all session nodes. This
calculation ensures that the confidence value is high if the
different nodes agree on similar trust levels (i.e. the gap
between trust values is small) and the opposite holds, if the
opinions differ a lot (i.e. trust value differentials are high).

cpe(k) = 1−
∑V

a,b∈V,a �=b �=e |tsae(k)− tsbe(k)|
2 · |V | · (|V | − 1)

(10)

cpe(k) = cpe(k) ·
V∑

a,a �=e

csae(k) (11)

The fraction expresses the mean value of the differences be-
tween all series values and the cardinality |V | defines the
number of different session nodes a that have evaluated node
e. If the sum of confidence values

∑V
a csae(k) is larger than

1 then the maximum value cpe(k) = 1 is given.

4.4.3 Identification of Attackers
In the last step, it is checked whether the suspected nodes

are rated positively or negatively. Therefore, the results of
the parallel combination of trust and confidence from Equa-
tion 9 and 10 are used in Equation 12. The higher the paral-
lel confidence value cpe(k) the more the trust value tpe(k) is
considered. If a reported trust of a suspicious node has low
confidence or the reporter itself has a low confidence then a
neutral reputation for the suspicious node e ∈ V is given.

re(k) = tpe(k) · cpe(k) (12)

Based on the concept, presented in Figure 3, the reputation
for suspicious nodes is combined in the fifth step so that
a single reputation value re(k) is generated. This reputa-
tion value contains aggregated information from all other
involved reporters in a session. Based on a benign majority
and local misbehavior detection mechanisms on the reporter
nodes, a ghost vehicle is rated with a negative trust value
and a real vehicle is rated with a positive trust value.

4.4.4 Example for Node Assessment
In this example, the adversary scenario presented in Sec-

tion 3.1 is used to discuss the node assessment process. As-
suming P ⊂ V denotes the subset of nodes that contains
all nodes that are participating in an overlap scenario (i.e.
reporter, overlapped node or witness). According to Figure
1, a, b, w1, ..., w5 ∈ P . Every node p ∈ P detects the overlap
of a and b at time k autonomously and sends a report to the
MEA as soon as a connection to the infrastructure is avail-
able. The report of every node contains the two overlapping
nodes and the remaining nodes w1, ..., w5 as witnesses in the
list of neighbors.

The MEA collects the reports, creates a session with all
elements of P and checks with Equation 3 whether the re-
ported confidence values in the MR are correct. At this
stage, a trust ta,b(k) and confidence value ca,b(k) for ev-
ery combination of a, b ∈ P, a �= b exists. Using Equation
4 and 5, a cooperative value for every session node p ∈ P
in generated. As a result, every session node is evaluated
with a pair of cooperative trust and cooperative confidence.
In order to identify whether node a or node b is the at-
tacker, only these two nodes are evaluated in the follow-
ing steps. Using the series combination of trust and confi-
dence (see Equation 7 and 8) regarding the suspects a and
b, two tuples (tspa(k), cspa(k)) and (tspb(k), cspb(k)) for ev-
ery p ∈ P, p �= a �= b are generated. Subsequently, the
single opinions about the suspects are combined with Equa-
tion 9 and 10. The resulting two tuples (tpa(k), cpa(k)) and
(tpb(k), cpb(k)) for the suspects a, b ∈ P can be used in the
last step to generate the two reputation values ra(k) and
rb(k). Depending on policies and defined thresholds, the
MEA can decide whether node a or b is a ghost vehicle. Ac-
cording to the discussion in Section 4.3, the MEA can also
store the reputation results for a and b from this session and
wait until further inconsistencies regarding these nodes are
reported.



5. ANALYSIS AND EVALUATION
The following evaluation verifies the functionality and qual-

ity of the proposed misbehavior evaluation concept described
in Section 4. After a performance and security analysis, we
present a simulation using different scenarios based on the
adversary model described in Section 3.1.

5.1 Performance Analysis of Central MEA
In general, the scalability of a central entity has to be

considered with special attention as we are talking about
several hundred million vehicles in a VANET. Therefore, we
stress that the number of processed misbehavior reports is
not related to the number of nodes in the network. For ex-
ample, the network consists of several million vehicles but
only a handful of attackers are producing inconsistencies on
the road that are detected by a handful of vehicles passing
this area. At first, the network nodes can filter the incon-
sistencies where the local intrusion detection system assigns
low confidence to. Only reliable detections are sent to the
MEA. Secondly, the impact of a ghost vehicle attack is spa-
tially restricted and therefore, only a very small subset of
network nodes are able to send related misbehavior reports.
Reports are created only if an overlap is autonomously de-
tected as described in Section 3.2. In contrast to other re-
lated schemes [19, 5], the permanent report of node position
and their system state is not needed. Indeed, by avoiding
the generation of a“good behavior report”, we reduce the di-
mensions of the infrastructure entities and make a constant
communication link to the infrastructure unnecessary. The
dimensions of the MEA is therefore related only to the num-
ber of mounted attacks plus false positive detections. As a
result, we can state that the proposed central misbehavior
evaluation scales well in the context of ITS communication.

5.2 Security Analysis of Central MEA
The goal of the MEA is to identify attackers in misbehav-

ior scenarios as depicted by Figure 1 of Section 3.1. Nev-
ertheless, additional vulnerabilities of the VANET should
be avoided due to the introduction of a central misbehavior
evaluation strategy. Therefore we analyze the most impor-
tant security aspects regarding our proposed scheme.
The Denial of Service (DoS) is a well known attack to cen-

tralized services. As every MR is signed with the sender’s
pseudonym, the MEA checks in the first step the validity
of the sender by verifying its pseudonym certificate and the
message signature. Reports with an invalid signature are
discarded after reception as described in Section 4.2. This
strategy ensures that a DoS attacker must invest in crypto-
graphic signing operations in order to flood the MEA with
invalid reports. However, the verification of incoming re-
ports should be equipped with enough processing power to
be able to process a large number of incoming messages.
Another well known attack is the replay of messages or

reports in case of central misbehavior evaluation. As shown
in Figure 2 of Section 4.1, the observed misbehavior is de-
scribed by signed messages containing position information
and a timestamp. The combination of position and time al-
lows the MEA to assign the report to a misbehavior session.
Duplicates and replayed reports are detected and discarded.
It has to be considered for both, the DoS attack and the
replay attack, that the MEA is able to check whether differ-
ent pseudonyms belong to the same node. Reports from the
same node using different pseudonyms are also discarded.

Blackmailing is another attack that is considered in our
scheme. The arbitrary generation of faked misbehavior re-
ports is limited as previously discussed in Section 4.1. Ac-
cording to the type of observed misbehavior, the reporter has
to attest the event by adding appropriate signed messages
that cannot be faked by an attacker. Therefore, attackers
are not able to blacklist nodes of the VANET arbitrarily.

5.3 Evaluation with Simulation
The MEA is implemented in Java, using a simulation tool

that is able to create consistent misbehavior reports for dif-
ferent overlapping scenarios. The reference adversary sce-
nario, depicted in Figure 1, can be used with variable num-
ber of benign and faked nodes. Further, the number of over-
lapping nodes can be assigned as well as the number of pas-
sive witnesses. In the following simulations, trust-confidence
pairs in MRs are selected randomly and the evaluations are
repeated 10 times. This is done in order to get a statistically
sound value as well as the maximum and minimum of node
assessments.

5.4 Configuration of Simulation
The trust statement in misbehavior reports is the primary

information basis used for ghost vehicle detection. There-
fore, given trust and confidence values have to be set ap-
propriately by the simulator. The trust value is set by the
local misbehavior detection system running on the nodes
and the confidence value is set by processing distance and
duration values. Full confidence should only be given if the
reporter of a MR has traveled together with the evaluated
target node a distance larger than the normal communica-
tion range. Using this approach, road side attackers may
not be able to create fake MRs with high confidence values
for involved benign nodes. The general concept to limit the
power of static roadside attackers is proposed and discussed
by Schmidt et.al in [26] and [24]. Furthermore, detecting
mobile attackers is easier as faking a mobile ghost vehicle
over time is more difficult (especially in dense traffic sce-
nario).

5.4.1 Assign Appropriate Confidence
In the following simulation, a linear increase of confidence

is calculated depending on distance and duration as shown
in Equation 3 where γ = 40 seconds and β = 1000 me-
ters. Maximum confidence is therefore given if nodes know
each other for more than 40 seconds and traveled together
more than 1000 meters. These exemplary values are selected
for the simulation as we assume a maximal communication
range of 1000 meters for IEEE 802.11p. Furthermore, an
attacker is not able to fake the distance and duration as a
signed message is used to attest the information as described
in Section 4.2.

5.4.2 Assign Appropriate Trust
In order to estimate a useful value for trust in the MRs, a

specific situation was simulated where a benign node over-
laps a faked node. This overlap is detected by the benign
node and the attacker where both entities send respective
misbehavior reports. Furthermore, an increasing number of
benign witness nodes are added to the scene that observe
the overlap independently and report accordingly. Figure 4
shows the result of this simulation.



Figure 4: A ghost vehicle attack is detected by sev-
eral benign nodes that provide increasing trust val-
ues

On the x-axis the provided trust value added to the MRs
regarding the faked node is shown and the y-axis shows the
calculated reputation of the ghost vehicle. In this reference
test, all nodes are able to provide high confidence values
in the upper bound (i.e. in the range [0.7, 1]) by setting
appropriate duration and distance values in the MRs. Trust
values are given according to the x-axis in the range [-1, 0].
As shown in Figure 4, decisions can be more reliable inside
the MEA with an increasing number of benign witnesses and
given trust values tb,a <= −0.5.
The trust and confidence values between benign nodes

and faked nodes are allocated in the following simulations,
as shown in Table 1. Begnin nodes are providing positive
trust values to other benign nodes and negative values for de-
tected attackers. In contrast, attackers allocate every time a
maximal positive trust value to other attackers and maximal
negative values for benign nodes. As confidence depends on
travel distance and duration of two nodes, the value cannot
be faked arbitrarily by an attacker.

Table 1: Configuration of MEA for simulations
Direction of rating Trust Confidence
(provider → target) as range as range

benign node → benign node [0.5, 1] [0, 1]
benign node → faked node [-1, 0] [0, 1]
faked node → benign node -1.0 [0.1, 0.7]
faked node → faked node 1.0 [0.1, 0.7]

5.5 Quality of Malicious Node Detection
Based on the previously discussed simulation configura-

tion, different quality measurements of the central MEA
concept are presented in the following. In order to work
with realistic simulation data, the evaluations presented in
this Section are working with incomplete sets of Misbehavior
Reports. It is assumed that 30% of all nodes are not able to
transmit a recorded Misbehavior Report to the infrastruc-
ture. Therefore, this fraction of neighbors is not listed in
Misbehavior Reports used in the simulation. In Figure 5, a
situation is evaluated with one faked node that is overlapped
by one benign node. This attack is also illustrated and de-
scribed in Section 3.1. In order to get the information on

“how many witness nodes are needed for reliable detection
of an attacker”, the number of benign witnesses is increasing
on the x-axis. The three graphs, shown in Figure 5, describe
the reputation of the benign and the faked node as well as
the mean reputation of all witness nodes. As shown in this
graph, the decrease of faked nodes’ reputation attenuates
with 7 witness nodes. In Figure 6, a similar situation is sim-

Figure 5: Ghost vehicle attack with increasing num-
ber of benign witnesses

ulated. A fixed number of 10 benign nodes are generating
misbehavior reports where 5 nodes are overlapping actively
the one faked ghost vehicle. The other 5 benign nodes are
acting as witnesses. In this simulation the number of mali-
cious reporters is increased in order to measure the impact
of several cooperating attackers. Using realistic configura-
tions as described in Section 5.4, it is sufficient if 37% of
the participants are cooperating attackers in order to hide a
real attack on the road as shown in Figure 6. However, the
effort for an attacker is very high to mount an attack where
several manipulated vehicles are at the same location at a
given time. Furthermore, the MEA is able to link different
pseudonyms that are used by the same node.

Figure 6: Ghost vehicle attack with increasing num-
ber of faked witnesses

5.6 Consolidated Findings
Based on the results, shown in Figure 4 and Figure 5, the

number of needed MR reporters is dependent on their pro-
vided trust and confidence regarding a ghost node. This is



also consistent to the assumptions made in Section 4.3 re-
garding the processing of incoming MRs at the MEA. If both
involved nodes of an overlap scenario has transmitted mis-
behavior reports, then the number of needed witnesses may
be lower. Otherwise, a higher number of benign witnesses
is needed which would automatically increases the effort for
a cooperative attack (see Figure 6). The proposed concept
for central Misbehavior Report evaluation is used to decide
which node is probably a faked ghost vehicle created by an
attacker and which is a benign node. It has to be consid-
ered, that false positive detections where two benign nodes
overlap each other virtually on the road, are not detected
by this entity. Therefore, it is proposed to collect the final
reputation of suspicious nodes in a global reputation table.
Only if the same node has several overlaps with different
other nodes, in a specific time frame, a reaction may be rea-
sonable to protect the network against malicious or defective
nodes.

6. CONCLUSION AND OUTLOOK
The positioning of ghost vehicles on the road by broad-

casting messages with faked position information is one of
the most critical attacks on VANETs from today’s perspec-
tive [15]. With misbehavior detection mechanisms on all
network nodes, the existence of ghost vehicles can be de-
tected by finding position overlaps between network nodes.
Nevertheless, a decision about which node is an attacker, can
only be reliably decided at a central place. Based on Misbe-
havior Reports sent by network nodes, a central Misbehavior
Evaluation Authority is able to reliably detect an attacker
assuming a majority of benign reporters. Furthermore, the
proposed design for Misbehavior Reports avoid cooperative
attacks where fake reports are sent in order to blame benign
nodes arbitrarily. Additionally, cooperative attacks entail
high effort as they need a spatial and temporal reference.
The efficiency and scalability of the proposed mechanism is
supported by small internal report structure. Only if a mis-
behavior event is detected autonomously by a network node,
a report is created and sent to the infrastructure as soon as
an access point is available. Additional message transmis-
sion between network nodes via ad-hoc communication link
is not necessary. Also a permanent transmission of position
reports to the central evaluation entity is not required. Both
aspects increases the system reliability and efficiency.
In future work, the central Misbehavior Evaluation Au-

thority should be integrated into the proposed PKI concepts
with consideration for privacy. As the resolution of commu-
nication pseudonyms is a basic requirement for misbehavior
detection, a well-considered integration is necessary in order
to preserve driver’s privacy. Furthermore, additional mis-
behavior detection algorithms, as discussed in [24] and [13],
could be integrated in order to decrease the spectrum of
possible mobility data based attacks in VANETs. The ad-
versary model presented in Section 3.1 is obviously not able
to detect specific ghost vehicles, e.g. faked broken down
vehicles on the shoulder lane. Finally, the security system
architecture should be extended using results of different
field operational tests (i.e. PRESERVE [3] and simTD [27]).
With recorded measurements from FOTs, the quality of the
presented central misbehavior evaluation approach could be
shown related to realistic application scenarios.
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