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Abstract
The phenomenal growth in popularity of the World

Wide Web (WWW, or the Web) has made WWW traffic

the largest contributor to packet and byte traffic on the

NSFNET backbone. This growth has triggered recent re-

search aimed at reducing the volume of network traffic pro-

duced by Web clients and servers, by using caching, and

reducing the latency for W W W users, by using improved

protocols for Web interaction.

Fundamental to the goal of improving WWW perfor-

mance is an understanding of W W W workloads. This paper

presents a workload characterization study for Internet Web

servers. Six different data sets are used in this study: three

from academic (i. e., university) environments, two from sci-

entific research organizations, and one from a commercial

Internet provider. These data sets represent three different

orders of magnitude in server activity, and two different or-

ders of magnitude in time duration, ranging from one week

of activity to one year of activity.

Throughout the study, emphasis is placed on finding

workload invariant: observations that apply across all the

data sets studied. Ten invariants are identified. These invari-

ant are deemed important since they (potentially) represent

universal truths for all Internet Web servers. The paper con-

cludes with a discussion of caching and performance issues,

using the invariants to suggest performance enhancements

that seem most promising for Internet Web servers.

1 Introduction

The popularity of the World Wide Web [1, 22] (also

called WWW, or the Web) has made Web traffic the

fastest growing component of packet and byte traffic on
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the NSF NET network backbone [14]. WWW traffic has

increased from 74 Megabytes per month in December

1992 to 3.2 Terabytes per month in December 1994.

There are many reasons behind this explosive

growth in Web traffic. These reasons include: the ease

of use of the Web; the availability of graphical user

interfaces (Web browsers) for navigating the Web; an

emerging trend among researchers, educational institu-

tions, and commercial organizations to make the Web

the standard mechanism for disseminating information

in a timely fashion; the machine-independent languages

and protocols used for constructing and exchanging Web

documents; and a continuing (exponential) increase in

the number of Internet hosts and users [18].

The phenomenal (and alarming) growth in Web

traffic has sparked much research activity on “improv-

ing” the World Wide Web. For example, researchers

have proposed caching strategies for Web clients [3],
caching strategies for Web servers [4], regional file

caching strategies for large internetworks [8], and im-

proved protocols for Web interaction [15, 20].

Much of this recent research activity has been aimed

at improving Web performance and scalability y. The key

performance factors to consider are how to reduce the

volume of network traffic produced by Web clients and

servers, and how to improve the response time (i.e., la-

tency) for WWW users.

Fundamental to the goal of improving Web perfor-

mance is a solid understanding of WWW workloads.

While there are several studies reported in the litera-

ture [3, 4, 6, 7, 12], most studies present data from only

one measurement site, making it difficult to generalize

results to other sites. Furthermore, most studies focus

on characterizing Web clients, rather than Web servers.

The purpose of this paper, then, is to present a de-

tailed workload characterization study of Internet Web

servers, similar to earlier studies of wide-area network

TCP/IP traffic [5]. Six different Web server access logs

are used in this study: three from academic (univer-

sity) environments, two from scientific research institu-

tions, and one from a commercial Internet provider. The
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Table 1: Summary of Invariant Found in Web Server Workloads

Invariant Name Description

1 Success Rate Success rate for lookups at server = 88%

2 File Types HTML and image files account for 90-100% of requests

3 Mean Transfer Size Mean transfer size ~ 21 kilobytes

4 Distinct Among all server requests, less than 3% of the

Requests requests are for separate (distinct) files

5 One Time Approximately one-third of the files and bytes accessed

Referencing in the log are accessed only once in the log

6 Size Distribution File size distribution is Pareto with 0.40< CY<0.63

7 Concentration 10% of the files accessed account for 90% of

of References server requests and 9070 of the bytes transferred

8 Inter-Reference File inter-reference times are exponentially

Times distributed and independent

9 Remote Remote sites account for z 70% of the accesses

Requests to the server, and > 60% of the bytes transferred

10 Wide Area Web servers are accessed by 1000’s of domains,

Usage with 10% of the domains accounting for > 75?lo of usage

data sets represent three different orders of magnitude

in server activity (ranging from 776 requests per day to

355,787 requests per day), and time durations ranging

from one week of activity to one year of activity.

Throughout the study, emphasis is placed on finding

workload inrmiants: observations that apply (or seem

to apply) across all the data sets studied. These in-

variant are deemed important since they (potentially)

represent universal truths for all Internet Web servers.

Our research to date has identified ten invariants for

Web server workloads. These invariants are summarized

in Table 1, for easy reference, and are described in more

detail within the paper itself.

The remainder of this paper is organized as follows.

Section 2 provides background material on the World

Wide Web, Web clients, and Web servers. Section 3

describes the Web server logs used in this study, and

presents summary statistics for the six data sets. Sec-

tion 4 presents the detailed results of our workload char-

acterization, identifying the main invariant. The paper

concludes, in Section 5, with a discussion of caching and

performance issues for Internet Web servers, drawing

upon the invariants to identify the types of performance

enhancements that we deem to be most promising for

Internet Web servers.

2 The World Wide Web

2.1 Web Overview

The World Wide Web is based on the client-server

model. A client accesses documents on the Web via

a Web browser. The browser sends a request to a Web

server, which responds with the requested documents.

Although the information may be stored in almost any

location throughout the world, the Web provides the

user with the illusion that the data is stored locally.

A Web server can respond to requests from multiple

Web clients. Communication is always in the form of

request-response pairs, and is always initiated by the

client. Web clients and servers communicate using the

HyperText Transfer Protocol (HTTP). HTTP runs on

top of TCP, a reliable bidirectional byte stream protocol

at the transport layer [21].

Communication between a Web client and a Web

server is carried out in the following manner. When a

client has a request to make of a particular Web server,

the client must contact that server. A TCP connection

must be established between the client and server, over

which the request and response can be exchanged. Once

the connection has been established, the client sends its

request to the server. The server parses the request,

and issues a response. Once the response is complete,

the TCP connection between the Web client and server

is closed. This process is repeated each time a client

wishes to retrieve a document from a Web server [15].

2.2 Web Clients

A human user can gain access to the information on

the World Wide Web by using a Web browser, such as

netscape, mosaic, or lynx [22]. When the user selects

a document to retrieve (usually by clicking a mouse on

a hyperlink), the browser creates a request to be sent

to the corresponding Web server, The request includes:

the name of the requested document, expressed as a

Uniform Resource Locator (URL) [2]; a set of H yper-

Text request headers, indicating which data formats the
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client will accept; and user authentication information,

which tells the server which documents the client has

permission to retrieve. Once the request has been sent

to the Web server, the client machine waits for a re-

sponse. When the response arrives, the browser parses

the reply, Depending on the response, the client ma-

chine maymake another request totheserver, or display

the document for the human user to view.

2.3 Web Servers

The purpose of a Web server is to provide documents to

Web clients that request them. Each Web page may con-

sist of multiple documents (files). Each file is requested

separately from the Web server.

A Web server operates as follows. The server lis-

tens on a designated port (usually port 80) for a request

from a Web client to establish a TCP connection, Once

a TCP connection has been opened and the client has

made its request, the server must respond to that re-

quest. The response includes a status code to inform

the client if the request succeeded. If the request was

successful, then the response includes the requested doc-

ument. If the request was unsuccessful, a reason for the

failure is returned to the client [15]. Once the Web

server has sent its response and terminated the TCP

connection with the client, the server repeats the cycle

and begins listening for its next request.

2.4 Server Logs

Web servers can be configured to record information

about all client requests. Four log files are common to

NCSA httpd version 1.4: an access log, an agent log, an

error log and a r-eferer log. The access log records infor-

mation about all the requests and responses processed

by the server. The agent log records the type of browser

that was used by the client to issue the request. The

error log records unusual Web server events that might

require the attention of a Web master or system admin-

istrator. The referer log contains information on which

Web pages (local or remote) are linked to documents on

the (local) Web server. Only the access logs are used in

the workload study reported in this paper.1

Each line from the access log contains information

on a single request for a document. The log entry for a

normal request is of the form:

hostname - - [dd/m/yyyy: hh: mm: ss tz] request

status bytes

From each log entry, it is possible to determine the name

of the host machine making the request, the time that

the request was made, and the name of the requested

document. The entry also provides some information

1We used the error log from the University of Saskatchewan’s

Web server to study the aborted connections in the access log.

Aborted connections are discussed in more detail in Section 4.3.

about the server’s response to this request, such as if

the server was able to satisfy the request (if not, a rea-

son why the response was unsuccessful is given) and the

number of bytes transmitted by the server, if any.

An example of a line from an access log is:

alf onso .usask. ca - - [15/Aug/1995: 13:50:05 -0600]

“GET / HTTP/1 . 0“ 200 1265

This request came from the host alf onso. us ask. ca at

1:50:05 pm CST on August 15, 1995. The requested

document was the home page ( “/”) of the Web server.

The status code of 200 means that the request was suc-

cessfully completed by the server, and 1,265 bytes were

transferred from the server to alf onso. us ask. ca.

In this paper, the data from these access logs is then

used to characterize Web server workloads.

2.5 Performance Issues/Related Work

The overall performance of the World Wide Web is af-

fected by the client, the server, and the capacity of the

network links that connect the clients to the server. Ef-

ficient Web browsers (clients) can use caching of docu-

ments to reduce the loads that they put on Web servers

and network links, thereby improving the performance

of the Web. A recent study at Boston University [3]

studied the effects of client-level caching on Web per-

formance. Several other researchers have studied the

use of file caching to reduce network traffic and server

loads [4, 8, 10]. Web performance can also be improved

by enhancing client-server communication [15, 20].

Although the primary focus of this paper is work-

load characterization for Web servers, several relevant

issues affecting server caching and performance are dis-

cussed (in Section 5). Client and network performance

issues are outside the scope of this paper.

3 Data Collection, Reduction,

and Analysis
This section presents an overview of the six separate

data sets used in our workload characterization study.

Section 3.1 describes the data collection sites, Sec-

tions 3.2 and 3.3 present the “raw” log contents, Sec-

tion 3.4 discusses the reduction of the raw data from the

access logs into more manageable form, Section 3.5 ana-

lyzes document types and sizes, and Section 3.6 summa-

rizes the statistical characteristics of the six data sets,

3.1 Data Collection Sites

The access logs used in this research were obtained from

six World Wide Web servers: a department-level Web

server at the University of Waterloo (Department of

Computer Science); a department-level Web server at

the University of Calgary (Department of Computer

Science); a campus-wide Web server at the University

of Saskatchewan; the Web server at NASA’s Kennedy
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Table 2: Summary of Access Log Characteristics (Raw Data)

Item

Access Log Duration

Access Log Start Date

Access Log Size (MB)

Total Requests

Avg Requests/Day

Total Bytes Transferred (MB)

~ Avg Bytes/Day (MB) ‘ ‘

Waterloo Calgary Saskatchewan

8 months 1 year 7 months

Jan 1/95 Ott 24/94 Jun 1/95

17.9 49.9 222.6

188,636 726,739 2,408,625

776 2,059 11,255

2,071 7,577 12,343

8.5 21.5 57.7

Space Center; the Web server from ClarkNet, a com-

mercial Internet provider in the Baltimore - Washington

D.C. region; and the Web server at the National Center

for Supercomputing Applications (NCSA) in Urbana-

Champaign, Illinois. The Web server for the Univer-

sity of Waterloo)s Department of Computer Science is

a SUNSparc2, running NCSA httpd version 1.3, and

serving a population of 200 graduate students, faculty

and staff. The Calgary server is a SUN 4/490, serv-

ing about 1300 faculty, staff, and students (graduate

and undergraduate). The Web server at the Univer-

sity of Saskatchewan is a Decstation 5000/133, running

NCSA httpd version 1.4 for approximately 21,000 stu-

dents, faculty and staff. The NASA server consists of

4 DEC Alpha 2100 servers on an FDDI ring, each with

128 MB RAM and each running NSCA httpd 1.4. The

ClarkNet Web server is a SUNsparc10 with two 60 MHz

processors, providing Internet access for 5,000 people (as

of August 1995). This machine is running Netscape’s

Commerce Server 1.1. The NCSA server consists of 8

HP 735 workstations, used in a round-robin fashion to

provide Web service [12]. Each workstation has 96 MB

RAM and a 130 MB local disk cache. The workstations

all run NCSA httpd, and use AFS for file access over an

FDDI ring.

3.2 Raw Data

Table 2 summarizes the raw data from the six access

logs. For ease of reference, the sites are presented in

increasing order of server activity, based on the number

of requests per day. The same ordering is maintained in

all tables throughout the paper.

The six access logs provide information on servers

wit h very different workloads. Table 2 shows that the

Waterloo server had a very light workload, while the

Saskatchewan server had an order of magnitude more

requests to handle. The ClarkNet and NCSA servers

had very heavy workloads, more than an order of mag-

nitude greater than the Saskatchewan server. The level

of server activity represented in the six logs varies by

almost three orders of magnitude, so that our search for

invariants covers light, medium, and heavy workloads.

The logs also span different time durations, so that we

NASA

2 months

Jul 1/95

355.8

3,461,612

56,748

62,489

1,024.4

ClarkNet

2 weeks

Aug 28/95

327.5

3,328,587

237,756

27,647

1,974.8

NCSA

1 week

Aug 28/95

267.7

2,490,512

355,787

28,268

4,038.3

can study short term, medium term, and long term as-

pects of Web server file referencing activity.

3.3 Access Log Analysis

The first step in our data analysis was to study the

response codes in the Web server access logs. There

are many possible responses to client requests. These

include: (1) Successful a valid document, which the

client has permission to access, was found on the server

and returned to the client; (2) Not Modijied: the client,,

which already has a copy of the document in its cache

but wishes to verify that the document is up-to-date,,

is told that the document has not been modified at the

server (thus no data bytes need to be transferred); (3)

Found the requested document is known to reside in

a different location than was specified by the URL pro-

vided by the client, so the server responds with the new

URL (but not the document); and (4) Unsuccessful ei-

ther no such document exists, the client did not have

permission to access this document, or an error occurred

(at the server or during network communication).

Table 3 provides an overall view of the response code

frequencies observed in the access logs. From Table 3,

we can identify the first invariant in Web server traffic.

Successful responses made up approximately 88% of all

responses in the logs. Cache related queries that result

in Not Modified account for about 8~o.

3.4 Data Reduction

Since the Successful responses are responsible for all of

the documents transferred by the server, only these re-

sponses will be used for the remaining analyses in this

paper. This simplification provides a reduction in the

size of the data sets, and focuses the workload charac-

terization on the most common events.

Table 4 provides a statistical summary of the re-

duced data sets. This table shows that the number of

distinct documents requested from the server is signif-

icantly lower than the total number of documents re-

quested, implying that some documents are requested

many, many times. The mean size of the documents

transferred is quite small (5-21 Kbytes), as might be
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Table 3: Breakdown of Server Responses for All Data Sets

Response Code Waterloo Calgary Saskatchewan NASA ClarkNet NCSA

Successful 87.8% 78.4% 91.1% 89,6% 88,8% 93.1%

Not Modified 8.2% 13.5% 6.3% 7.7% 8.1% 4.1%

Found 1.6% 4.2% 1 .7% 2.1% 0.9% 0.3%
Unsuccessful 2.4% 3.9% 0.9% 0.6% 2.2% 2.5%
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

Table 4: Summary of Access Log Characteristics (Reduced Data)

Access Log Duration

Access Log Size (MB)

Total Requests

Distinct Requests

Total Bytes Transferred (MB)

Mean Transfer Size (bytes)

CoV of Transfer Size

8 months ““1 year 7 months

10.4 20.9 143.9

163,112 567,795 2}165,415

3,406 8,370 18,849

2,071 7,577 12,330

13,313 13,997 5,970

3.45 8.01 11.19

Item I Waterloo I Cahzarv I Saskatchewan NASA I ClarkNet ! NCSA

1

1
r

1
,

1

(

2 months 2 weeks 1 week

221.2 195.5 172.6

3,087,043 2,940,712 2,289,510

9,355 32,294 23,855

62,483 27,591 28,268

21,224 9,838 12,947

3.62 3.84 6.92

expected. The table also shows that there is a high de-

gree of variability (measured by the coefficient of vari-

ation, COV) in the transfer size, particularly for the

Saskatchewan data set.

3.5 Document Types and Sizes

The high degree of variation in document size is due in

part to the wide variety of document types accessed on

the server (e.g., HTML, gif, postscript, audio, MPEG).

The next step in our analysis was to classify documents

by type, using the generic categories HTML, Images,

Sound, Video, Formatted, and Dynamic files. For each

of the data sets in Table 4, statistics on the type of

document requested were calculated. The results for

each log are given in Table 5.

Using Table 5, we can identify a second invariant in

Web server workloads. Across the six data sets, HTML

and Image documents accounted for 90-100’%0 of the to-

t al requests to the server.2 This observation is con-

sistent with results reported by Sedayao [19] and by

Cunha, Bestavros and Crovella [7]. Both of these pa-

pers reported that over 90% of client requests were for

either HTML or image documents.

Table 5 also indicates that most transferred docu-

ments are quite small, which is a third invariant. This

phenomenon was also observed by Braun and Claffy [4]

for requests to the NCSA’S Web server. Despite the fact

that Web browsers provide support for the use of multi-

media objects like sound and video, documents of these

z~ OW data ~et~, th~~e is no invariant for HTML doc~ents

alone, or for Image documents alone. In fact, the usage of
HTML and Image document types differs dramatically for the
Saskatchewan and ClarkNet data sets.

types accounted for only 0.01-1.270 of the requests in

the six data sets. However, these types of files account

for 0.2-30.8% of the bytes transferred, since these files

tend to be much larger than other file types. Future

growth in the use of video and audio files could thus

change Invariant 2 and Invariant 3.

The large variation in the mean file sizes for the

different document types helps to explain the large co-

efficient of variation (COV) values reported in Table 4.

The COV values per document type are much lower in

Table 5.

Finally, Table 6 presents a breakdown of the distinct

documents requested from each of the servers. Distinct

documents are determined by looking at the URL in the

access log entries.

Table 6 illustrates two additional workload invari-

ant. First, only 0.3-2.1% of the requests and 0.4-

5.1% of the bytes transferred are for distinct documents.

This observation implies that caching documents (at

the server, at the client, or within the network) could

greatly improve the performance of the server, as has

been pointed out by Claffy and Braun [4]. Second, in all

six data sets, approximately one-third (e.g., 22.6-42. l~o)

of all the distinct documents are requested only once,

and one-third (e.g., 14.3-42.5%) of the distinct bytes

are transferred only once. This observation is some-

what surprising given that the six data sets represent

time durations ranging from one week to one year. This

“one time” referencing behaviour has obvious implica-

tions on the maximum possible effectiveness of docu-

ment caching policies. Further discussion of these im-

plications is deferred until Section 5.
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Table 5: Breakdown of Document Types and Sizes for All Data Sets

Waterloo Data

Item HTML Images Sound Video Dynamic Formatted Other

% of Requests 38.7 50.1 0.01 0.0006 0.3 3.7 7.184

% of Bytes Transferred 35.0 18.9 0.10 0.10 0.2 25.2 20.5

Mean Transfer Size 12,036 4,961 120,973 2,232,051 6,465 90,444 42,130

CoV of Transfer Size 1.82 3.45 1.10 0.00 1.46 1.83 1.89

Calgary Data

Item HTML Images Sound Video Dynamic Formatted Other

% of Requests 47.1 50.3 0.1 0.3 0.04 1.0 1.16

% of Bytes Transferred 13.2 50.2 1.3 11.4 0.01 21.7 2,19

Mean Transfer Size 3,929 13,971 258,196 496,992 4,702 305,444 27,112

CoV of Transfer Size 1.86 3.95 1.49 1.60 1.26 2,77 4,09

Saskatchewan Data

Item HTML Images Sound Video Dynamic Formatted Other

% of Requests 55.6 36.5 0.1 0.004 6.7 0.02 1.076

% of Bytes Transferred 50.7 36.6 1.5 2.6 4.4 0.1 4.1

Mean Transfer Size 5,447 5,980 84,154 3,602,176 3,969 36,055 22,441

CoV of Transfer Size 2.19 2.77 2.62 2.29 2.91 0.08 11.30

NASA Data

Item HTML Images Sound Video Dynamic Formatted Other

% of Requests 30.7 63.5 0.2 1.0 2.6 0.01 1.99

% of Bytes Transferred 18.8 48.1 1!1 29.7 0.3 0.07 1.93

Mean Transfer Size 12,981 16,059 110,311 439,151 2,817 136,436 26,349

CoV of Transfer Size 2.71 2.37 0.80 0.84 0.68 1.85 2.55

ClarkNet Data

Item HTML Images Sound Video Dynamic Formatted Other

% of Requests 19.9 78.0 0.2 0.007 1.2 0.01 0.683

% of Bytes Transferred 15.0 76.6 2.4 2.4 0.8 0.04 2.76

Mean Transfer Size 7,433 9,669 135,082 3,514,759 6,630 36,199 37,138

COV of Transfer Size 2.14 1.66 1.24 0.35 3.31 1.03 4.25

NCSA Data

Item HTML Images Sound Video Dynamic Formatted Other

% of Requests 51.1 48.1 0.2 0.1 0.01 0.006 0.484

% of Bytes Transferred 51.1 36.0 3.5 6.2 0.06 0.2 2.94

Mean Transfer Size 12,950 9,679 197,605 594,796 6,535 369,590 103,783

CoV of Transfer Size 3.56 2.46 5.79 2.18 6.69 2.60 4,38

Table 6: Statistics on Distinct Documents for All Data Sets

Item Waterloo Calgary Saskatchewan NASA ClarkNet NCSA

Distinct Requests/Total Requests 2.1% 1.5% 0.8% 0.3% 1.1% 1.0%

Distinct Bytes/Total Bytes 5.1% 3.8% 2.1% 0.4% 1.5% 2.7%

Distinct Files Accessed Only Once 29.1% 22.6% 42.0% 42.1% 31.9% 35.0%

Distinct Bytes Accessed Only Once 22.8% 19.8% 42.5% 14.3% 24.7% 39.1%
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3.6 Summary

This section has summarized the statistical characteris-

tics of the six data sets used for our workload charac-

terization study. While the six access logs differ greatly

in duration and server activityj five workload invari-

ant have been identified. These invariants are summa-

rized in the first five rows of Table 1. The next section

presents an in-depth study of file referencing patterns

and file size distributions for Internet Web servers, look-

ing for further invariants.

A Workload Characterization
This section presents a detailed analysis of file referenc-

ing behaviors on Internet Web servers, as well as a look

at file sizes, the effect of user aborts, and the presence of

self-similarity in Web server workloads. We begin with

an analysis of file size distributions.

4.1 File Size Distribution

Figure 1 shows the (cumulative) size distribution of the

distinct documents (files) referenced at each site. While

there are a few very small files (< 100 bytes) at each of

the sites, most files appear to be in the range of 100-

100,000 bytes, while a few files (< 10Yo) are larger than

100,000 bytes. This distribution is consistent with the

file size distribution reported in [4].

A more rigourous study shows that the observed

file size distributions match well with the Pareto distri-

bution [11, 17], for a < 1. This observation has been

noted in the literature [6, 16], and is confirmed in all six

of our data sets. In particular, the tails of the distribu-

tions (for file sizes larger than 1024 bytes) are Pareto

with 0.40 s a s 0.63. This characteristic is present in

all six data sets, and is thus added to Table 1.

4.2 File Referencing Behaviour

This subsection looks at a number of different charac-

teristics in the file referencing patterns at Internet Web

1

0.8

0.6 -
Cldiiet+

0.4 -
Calgary -------

Saskatchewan -----

0.2 -
NASA -

ClarkNet ------
NCSA ----

c!o ~....=.......e~...

1 100 100000 le+07
File Size in Bytes

Figure 1: Distribution of File Sizes, by Server

servers. The analysis focuses on five general characteris-

tics: frequency of reference, concentration of references,

temporal locality, inter-reference times, and geographic

distribution of references.

4.2.1 Frequency of Reference

Our first analysis focuses on the frequency of reference

for different Web documents, Clearly, not all Web docu-

ments are created equal. Some are extremely “hot” and

popular documents, accessed frequently and at short in-

tervals by many clients at many sites. Other documents

are accessed rarely, if at all.

We illustrate this non-uniform referencing be-

haviour, which we call concentration, by sorting the list

of distinct files into decreasing order based on how many

times they were accessed, and then plotting the cumu-

lative frequency of requests versus the fraction of the

total files referenced. The resulting plot for all six data

sets is shown in Figure 2.

Figure 2 illustrates the non-uniform pattern of file

referencing behaviour: 10’%o of the distinct documents

were responsible for 80-95% of all requests received by

the server, at each of the six sites. The NCSA data set

shows the most concentration, while the Calgary data

set shows the least.

This concentration phenomenon is another invari-

ant in our Web server logs, and is thus added to Ta-

ble 1. Braun and Claffy have reported similar results

for NCSA’S Web server in an earlier study [4]

1
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0.6

0.4

0.2

0E
o 0.2 0.4 0.6 0.8 1

Fraction of Files (Sorted by ReferenceCount)

Figure 2: Concentration of References

4.2.2 Mean Inter-Reference Times

Our next analysis focuses on the inter-reference time

for documents that are accessed more than once. The

inter-reference times are computed for each distinct doc-

ument, and then combined together to form the cumu-

lative distribution of inter-reference times for all docu-

ments that are accessed more than once. The cumula-

tive frequency distributions are shown in Figure 3.
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Figure 3: Distribution of Inter-reference Times

Figure 3 clearly illustrates the different workload

levels for the six servers. On the lightly-loaded Waterloo

server, documents tend to be accessed at long intervals

(hours to days). Documents on the busy NCSA server

are accessed on a seconds or minutes basis.

A separate statistical analysis (not shown in this

paper) suggests that file inter-reference times are expo-

nentially distributed and independent, This observation

applies for all six data sets, and is added to Table 1 as

an invariant. Clearly, however, the mean inter-reference

time depends on the server workload.

4,2.3 Temporal Locality

Access logs were analyzed to look for temporal local-

ity in the file referencing behaviour. Temporal locality

refers to the notion of the same document being re-

referenced frequently within short intervals.

Temporal locality can be measured using the stan-

dard LRU (Least Recently Used) stack-depth analysis.

When a document is initially referenced, it is placed on

top of the LRU stack (i.e., position 1), pushing other

documents down in the stack by one location. When

the document is subsequently referenced, its current lo-

cation in the LRU stack is recorded, and then the doc-

ument is moved back to the top of the stack (pushing

other documents down, as necessary). When the entire

log has been processed in this fashion, temporal locality

in referencing behaviour is manifested by a high proba-

bility of references to locations at or near the top of the

LRU stack.

Figure 4 shows the results of our LRU stack-depth

analysis for all six data sets. The Calgary data set

shows the highest degree of temporal locality, while the

ClarkNet data set shows the least. There is thus no in-

variant evident in these data sets for temporal locality.

Our speculation is that the level of multiplexing in a

busy Web server is large enough to mask any evidence of

temporal locality in the access logs. Client-side caching
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Figure 4: Temporal Locality Characteristics

mechanisms may also serve to remove temporal locality

from the reference stream seen at the server, as was

demonstrated in [9].

4.2.4 Geographic Distribution

Our final analysis of file referencing behaviour examines

the geographic distribution of document requests. This

analysis makes use of the 1P addresses of the requesting

hosts in the access log. In particular, the network com-

ponent of the 1P address (based on a Class A, Class B,

or Class C address) is used to determine if a requesting

host is local or remote (relative to the Web server). The

network identifier in each 1P address is further used to

classify requesting hosts into domains (not to be con-

fused with domain names) that have the same network

address.

Table 7 shows the geographic distribution of re-

quests and bytes transferred at the six sites. For ex-

ample, 77.7% of all the requests to the Waterloo server

came from remote hosts, while local hosts generated

the remaining 22.3% of the requests. In terms of bytes

transferred, 81.7% of the requested bytes were trans-

ferred to remote hosts, with 18.3% to local hosts. The

rest of the table is organized in a similar manner.

On all six Web servers, remote hosts send the most

requests and receive the most data. Remote hosts ac-

count for over 75?10 of requests on all but one server

(Calgary), and well over half of the total bytes trans-

ferred on all servers. This observation is reported in

Table 1 as another invariant.

The local access patterns at the Saskatchewan and

Waterloo servers are quite similar. This is likely caused

by the use of the Web in teaching and research activities.

The access pattern at NCSA, NASA, and ClarkNet is

subst ant i ally different, with remote accesses accounting

for almost all of the requests and transferred data. The

likely explanation for this behaviour is that there are

very few “local” hosts for these organizations.
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Table 7: Geographic Distribution of Requests for All Data Sets
t 1
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Item Waterloo Calgary Saskatchewan NASA ClarkNet NCSA
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Figure 5: Distribution of References by Domain

Figure 5 shows the distribution of references by the

number of domains accessing the Web server.3 A small

number of domains account for a significant portion of

the requests, while the remaining requests are received

from several thousand domains. In all six data sets,

10I% of the domains accounted for at least 75% of the

requests (Invariant 10 in Table 1).

4.3 Aborted Connections

In most Web browsers, users can abort the transfer of a

Web document at any time. We analyzed the error log

from the University of Saskatchewan data set to assess

the impact of aborted connections on our results.

Table 8 summarizes information about aborted con-

nections. While the number of aborted connections is

quite low, the number of bytes transferred by aborted

connections is somewhat larger. Furthermore, remote

users are more likely to abort a connection than are

local users, as expected.

Table 8: Aborted Connections (Saskatchewan Data)

E

Item Local Remote All

‘% of Connections Aborted 0.9 1.2 1.1

‘% of Bytes Transferred 4.0 5.7 5.1

—
3The Calgary data set is not shown since the “sanitized” logs

that we received did not show host names or 1P addresses.

4.4 Self-Similarity

Recent work has suggested that World Wide Web traf-

fic may be self-similar [6]. We conducted several tests

(as described in [13]) to check for long range dependence

and self-similarity in the Web server workload. In short,

we found a slight degree of self-similarity (a Hurst pa-

rameter value of H w 0.65) in the ClarkNet data set,

very little (JEI % 0.53) in the Saskatchewan data set, and
none at all in the Waterloo data set.

Self-similarity does not appear to be an invariant in

all Web server workloads, though it does appear to be

a property when Web traffic is heavy, as reported in [6].

4.5 Summary

This section has presented a detailed study of Web

server workload characteristics. Results were pre-

sented for file size distributions, file referencing patterns,

aborted connections, and self-similarity in Web server

workloads.

From the analyses reported in this section, five ad-

ditional workload invariants have been identified. These

invariants appear in the last five rows of Table 1.

5 Performance Implications
We conclude our paper with a discussion of perfor-

mance issues (particularly caching issues) for Internet

Web servers. Despite the low temporal locality seen in

most Web server workloads, caching still appears to be

a promising approach to improving Web performance

because of the large number of references to a small

number of documents (Invariant 4 from Table 1), the

concentration of references within these documents (In-

variant 7), and the small average size of these documents

(Invariant 3). We intentionally leave unspecified the lo-

cation of the cache (e.g., at the client, at the server, or in

the network) and the size of the cache (e.g., Megabytes

or Gigabytes), focusing instead on the use of our work-

load invariants to estimate the maximum performance

improvement possible wit h Web server caching. For

simplicity, the discussion assumes that all Web docu-

ments are read-only (i.e., never modified), and that file-
level (not block-level) caching is used. Misses due to

“cold start” are also ignored.
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5,1 A Basic ‘hadeofi Requests versus

Bytes Transferred

There are two main elements that affect the perfor-

mance of a Web server: the number of requests that

a server must process, and the number of data bytes

that the server must transfer (i.e., disk 1/0’s, packets).

There is thus a choice to be made between caching

designs that reduce the number of requests presented to

Internet Web servers, and caching designs that reduce

the volume of network trafFic4. Both approaches repre-

sent possible avenues for improving Web server perfor-

mance, but optimizing one criterion does not necessarily

optimize the other. The choice between the two depends

on which resource is the bottleneck: CPU cycles at the

server, or network bandwidth.

We illustrate this tradeoff in Figure 6. While the

discussion here focuses only on the ClarkNet data set,

similar observations apply for the other data sets.

The topmost graph (Figure 6(a)) illustrates the re-

lationship between the size of files on a Web server (from

Figure 1), the number of references to those files, and

the number of data bytes that references to these files

generate (i.e., the “weighted value” obtained from the

product of file size and number of times that a file is

referenced). This graph shows that 80% of all the doc-

uments requested from the ClarkNet server were less

than 10,000 bytes in size. 76% of all references to the

se:rver were for files in this category. Thus, caching a

large number of small files would allow the server to

handle most of the requests in a very efficient manner.

However, Figure 6 also points out that the references to

files less than 10,000 bytes in size generate only 26% of

the data bytes transferred by the server. Furthermore,

looking at the tail of the distribution, documents over

100,000 bytes in size are responsible for 1 l% of the bytes

transferred by the server, even though less than 0.5’ZO of

the references are to files in this category (Invariant 6).

What this means is that in order to reduce the number

of bytes transferred by the server as much as possible, a

few large(r) files would have to be cached. That is, the

server must sacrifice on “cache hits” for many (small)

requests in order to save on bytes transferred for large

requests.

The remaining two plots in Figure 6 illustrate the

tradeoff in more detail. The middle plot (Figure 6(b))

show the results for a cache designed to maximize cache

hits for requests (i.e., to reduce the number of requests

to the server). In this graph, the top line represents the

cache hit rate for requests, the bottom line represents

the cache size, and the middle line represents the poten-

—
4Clearly, reducing the number of requests also reduces the vol-

uzme of network traflic, but the main focus of the two approaches

is different, as will be shown.
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Figure 6: Comparison of Caching and Performance Is-

sues for ClarkNet Data

tial savings in bytes transferred by the server when the

cache is present. In this design, for example, caching

10% of the server’s distinct files (namely, the most fre-

quently accessed documents) for the ClarkNet data set

results in a cache hit rate of 90% (the top line in the

graph). The documents in the cache, which represent

the potential savings in bytes transferred, account for

84% (the middle line in the graph) of the bytes trans-

ferred by the server, and the cache size would need to

hold 8.3% (the bottom line in the graph) of the total

distinct bytes referenced in the server access log.

The bottom plot (Figure 6(c)) represents the results

for a cache designed to reduce bytes transferred. In
this graph, the top line represents the savings in bytes

transferred, the bottom line represents the cache size,
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and the middle line represents the cache hit rate. In

this design, for example, caching 107o of the server’s files

(namely, the 10% of the documents that account for the

most bytes transferred) results in an 82% cache hit rate

(the middle line). Thedocuments inthe cache would

account for 95% (the top line) of the bytes transferred,

but the cache would have to be large enough to contain

52% (the bottom line) of the distinct bytes represented

in the server access log. Clearly there is a tradeoff to

be made in cache size, cache hit rate, number of server

requests, and number of bytes transferred by the server.

5.2 Other Issues

Our final comments concern “one timers”, cache re-

placement strategies, and thresholding approaches to

cache management. The points raised here are purely

speculative at this time. We are currently investigating

these caching issues using our server workloads.

First, the “one time” referencing (Invariant 5) of

Web documents is a concern.5 This one-time referencing

behaviour means that, on average, one-third of a server

cache could be cluttered with useless files. Techniques

to expunge such files from a cache, such as timeouts on

cached files, are desirable. Invariant 8 may be useful

in setting proper timeout values for documents in the

cache. Another approach would be to cache only on the

second reference to a file within a specified time period,

rather than the first.

Second, the fact that temporal locality was not

present in all data sets suggests that LRU as a cache

replacement policy may not work well for all servers.

Policies such as Least Frequently Used (LFU) may be

more attractive because of the concentration of refer-

ences (Invariant 7), and also because LFU easily deals

with one-timers.

Third, there may be merit in using “size thresholds”

in cache management, to better cope with the “heavy

tailed” Pareto distribution of file sizes (Invariant 6), and

the issues raised in Section 5.1. For example, two such

threshold policies might be “never cache a document

larger than X bytes” (because it uses up too much cache

space, and adversely impacts hit rate), or “never cache

a document smaller than Y bytes” (because it does not

save much on bytes transferred by the server). We are

currently investigating such caching refinements.

Finally, as a small but practical matter, Web servers

should avoid doing name lookups for each incoming

client request when producing the access log, partic-

ularly when successive requests are from the same re-

questing host. That is, servers should exploit whatever

temporal locality exists in the incoming reference stream

5The advent of Web cTaw lers may change Invariant 5 to be “N
timers”, for some small integer N. However, the argument that

we make here still applies.

of requesting hosts (not analyzed in this paper) to avoid

the (slow) name lookup whenever possible. A small

cache (e.g., 20 entries) of the results of recent name

lookups should suffice (e.g., 75% hit rate). This small

refinement alone may help improve response times for

heavily loaded Web servers. Turning off the name server

lookup feature is another option.

6 Conclusions

This paper has presented a detailed workload charac-

terization stud y for Internet World Wide Web servers.

The study used logs of Web server accesses at six differ-

ent sites: three from university environments, two from

scientific research organizations, and one from a com-

mercial Internet provider. The logs represent three dif-

ferent orders of magnitude in server activity, and span

two different orders of magnitude in time duration.

From these logs, we have been able to identify ten

invariants in Web server workloads. These invariants

were summarized in Table 1 at the start of the paper.

These invariants are deemed important since they (po-

tentially) represent universal truths for all Internet Web

servers.

The invariants were used to identify two possible

strategies for the design of a caching system to improve

Web server performance, and to determine bounds on

the performance improvement possible with each strat-

egy. The performance study identified the distinct

tradeoff between caching designs that reduce network

traffic, and caching designs that reduce the number

of requests presented to Int ernet Web servers. While

the two approaches are somewhat at odds with each

other, both represent possible avenues for improving

Web server performance.
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