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Multimedia computing promises access
to any type of visual or aural medium
through digital networks. But can a given
multimedia document be effectively ac-
cessed everywhere? The presentation of
data must adapt to both the available
communications bandwidth and the out-
put device resolution. Current multime-
dia systems assume that applications re-
quire the highest possible quality and
handle resource overloads through ad hoc
methods, such as video frame dropping.
To support a variety of applications with
lower quality requirements, we need both
new standards for scalable data encoding
and new techniques for communicating
application quality requirements. This
paper describes a new approach for speci-
fying quality of service (QoS) require-
ments based on functionality rather than
on data encoding and device capabilities.

The potential of distributed multime-
dia computing can be achieved by offer-
ing device-independent and physical-
data-independent service interfaces. Log-
ical data independence is also desirable,
but we omit discussion of it here in the
interest of brevity. Device and physical-
data independence are well known prin-
ciples of database system design. In mul-
timedia systems they have the following
meaning:

—The same content can be presented on
devices that have different resolution
and bandwidth characteristics.

—The location and encoding of stored
data should be transparent to the user.

Device independence is already sup-
ported by some content authoring stan-
dards. For example, the emerging ISO
MHEG standard uses virtual coordinates
for content layout [Meyer-Boudnik and
Effelsberg 1995]. However, MHEG and
most other authoring standards identify
content with a particular encoding of
data. The presentation quality for such
content typically depends on the encod-
ing, the presentation engine, and the
available resources. If requests for multi-
media services are to have the same
meaning on any platform, they should
specify QoS requirements that are de-
vice- and physical-data-independent.

QoS specification. We propose a

three-step methodology for QoS specifica-
tions: defining an ideal presentation,
choosing an error interpretation, and
constructing a user mode.

An ideal presentation is the set of ex-
pected output values for every point in
the presentation space and time. The
ideal output values may vary continu-
ously over the coordinate space of real
numbers, unlike the actual output, which
has finite resolution and discrete values.
As a consequence, the specification of an
ideal presentation is device-independent,
like a PostScript document. Figure l(a)
illustrates the specification of an ideal
presentation through a content descrip-
tor that may be reused in many presen-
tations and a view descriptor that speci-
fies a particular mapping of content onto
device and realtime coordinates. Figure
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Figure 1. Content, view, and quality specify QoS

l(b) shows the mapped content with a
dotted line.

An actual presentation will deviate
from the ideal because of device limita-
tions and choice of presentation algo-
rithms and scheduling policy. Device lim-
itations such as screen color depth may
require dithering or some other approxi-
mation of the ideal color values. Video
resolution is limited by the pixel dimen-
sions of an output window, and sample
rates for both video and audio are limited
by device bandwidth. The choice of com-
pression, decompression, and rendering
algorithms can introduce errors in the
output values. The choice of scheduling
policy affects the timing of those output
values. However, just as the specification
of an idea presentation is device-indepen-
dent, the specification of allowable error
should be independent of the mecha-
nisms used for a presentation.

An error interpretation maps each
point in an actual presentation to a point
in the ideal presentation. Figure l(b)
shows an error interpretation F for a
single point in an audio presentation. The
vector (et, s.) says that the value v at
time t should have occurred at time t + St
and should have had the value v + SU.
An interpretation of error in a video pre-
sentation must also account for displace-
ment errors in both x and y dimensions.

The definition allows many different
error interpretations for a given pair of
ideal and actual presentations. It is
tempting to define a “correct” interpreta-

tion of error based on the intended corre-
spondence of output events with content
values for a particular implementation.
But we want to constrain presentation
outputs, not the implementation.

Finally, presentation quality require-
ments can be defined in terms of a user
model. A user model estimates subjective
presentation qualilty from an error inter-
pretation. VVe have described a user
model based on an error vector of shift,
rate, jitter, and resolution components
for each coordinate dimension and a syn-
chronization error component for the
timing error between outputs [Staehli et
al. 1995]. These error components consti-
tute a detailed error interpretation that
can more closely model human percep-
tion. The normalized magnitude of the
error vector is computed by weighting
each error component according to user
sensitivity. ‘The u:ser model “accepts” a
presentation if the normalized error
magnitude is within a specified limit ev-
erywhere for some error interpretation.
This approach is conservative. Alterna-
tive user models might bound the aver-
age error or place other constraints on
the distribution of error over an entire
presentation.

QoS-Driven Presentations. Multimedia
systems can provide better service if the
QoS requirements of each client are
known. A QoS specification can serve as
a throttle to reduce resource use: re-
questing, for example, 24 frames/second
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Figure 2. Presentation planning.

video when a data source could supply
60. Resource regulation is essential in a
shared environment. A QoS specification
can also indicate which use of resources
provides the best quality for a particular
presentation. For example, in a band-
width-constrained environment, an ac-
tion video might be best presented at
320 X 240 pixels and 15 frames/second,
whereas a video of a chalkboard lecture
uses the same bandwidth more effec-
tively with 640 X 480 pixels and 4
frames/second.

Some systems guarantee performance,
whereas others may only provide best-ef-
fort service. QoS specifications are needed
to drive resource-management decisions
in both cases, Best-effort resource man-
agement still involves making decisions
about how to trade one kind of resource
consumption for another. This set of deci-
sions is a planning problem that can be
guided by the QoS specification. Making
guarantees (which can be hard or statis-
tical) requires an end-to-end resource
reservation approach and an admission
test [Jones et al. 1995; Campbell et al.
1993; Nahrstedt and Smith 1995], Figur-
ing out which of many different resource
allocation plans is best is an optimization
decision that can be guided by the QoS
specification.

Figure 2 illustrates a high-level archi-
tecture for an admission test. A presenta-
tion manager receives the QoS require-
ments for a presentation from an appli-
cation. A presentation plan is feasible if
it can guarantee the QoS requirements

and if the presentation manager can re-
serve resources for the plan. The admis-
sion test can choose to execute the feasi-
ble presentation plan with the fewest re-
source requirements.

CONCLUSION

Multimedia systems are only beginning
to realize the flexibility inherent in digi-
tal computing. More work is needed to
understand QoS requirements for multi-
media presentations and to exploit those
requirements for optimal resource man-
agement. Device- and physical-data-inde-
pendent QoS specifications allow applica-
tions to say what multimedia services
are required without restricting how they
are implemented.
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