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ABSTRACT
Visual cluster analysis provides valuable tools that help analysts to
understand large data sets in terms of representative clusters and re-
lationships thereof. Often, the found clusters are to be understood
in context of belonging categorical, numerical or textual metadata
which are given for the data elements. While often not part of the
clustering process, such metadata play an important role and need
to be considered during the interactive cluster exploration process.
Traditionally, linked-views allow to relate (or loosely speaking:
correlate) clusters with metadata or other properties of the underly-
ing cluster data. Manually inspecting the distribution of metadata
for each cluster in a linked-view approach is tedious, especially for
large data sets, where a large search problem arises. Fully interac-
tive search for potentially useful or interesting cluster to metadata
relationships may constitute a cumbersome and long process.

To remedy this problem, we propose a novel approach for guid-
ing users in discovering interesting relationships between clusters
and associated metadata. Its goal is to guide the analyst through the
potentially huge search space. We focus in our work on metadata of
categorical type, which can be summarized for a cluster in form of a
histogram. We start from a given visual cluster representation, and
compute certain measures of interestingness defined on the distri-
bution of metadata categories for the clusters. These measures are
used to automatically score and rank the clusters for potential inter-
estingness regarding the distribution of categorical metadata. Iden-
tified interesting relationships are highlighted in the visual cluster
representation for easy inspection by the user. We present a system
implementing an encompassing, yet extensible, set of interesting-
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ness scores for categorical metadata, which can also be extended
to numerical metadata. Appropriate visual representations are pro-
vided for showing the visual correlations, as well as the calculated
ranking scores. Focusing on clusters of time series data, we test
our approach on a large real-world data set of time-oriented sci-
entific research data, demonstrating how specific interesting views
are automatically identified, supporting the analyst discovering in-
teresting and visually understandable relationships.
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H.3 [Information Storage and Retrieval]: Information Search
and Retrieval; H.3 [Information Storage and Retrieval]: Digi-
tal Libraries; I.5 [Pattern Recognition]: Clustering; J.2 [Physical
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1. INTRODUCTION
Large data measurements are collected in many scientific dis-

ciplines like experimental physics, economics, sociology, medical
science or the geosciences. Besides analyzing the data itself for
certain patterns, researchers are often interested in the relationship
between this data content and the conditions under which it was
measured, which is described as metadata. For example, consider
temperature measurements and the time or location of the measure-
ment; or an EEG measurement and patient data like gender, age,
smoker/nonsmoker, etc. Facing large data sets, two data analysis
problems arise, namely, (1) understanding the main characteristics
of the measurement data, or content data, itself, and (2) the relation-
ships between the content data and the metadata. For (1), cluster



analysis is popular, as it aggregates many data records to a smaller
number of cluster prototypes, which can be more easily compared
against each other. Visual cluster analysis supports identification
and comparison of clusters, typically by finding (a) appropriate vi-
sual representations for the individual clusters, and (b) finding an
appropriate 2D layout for the clusters. (2) can be considered a cor-
relation problem, where the degree of variation of one variable (in
our case: clusters) with another (in our case: metadata) is consid-
ered. For both problems in itself, visualization has shown to be
beneficial in exploring data sets, and understanding clusters and
correlations. However, considering both problems together has not
been addressed extensively to date.

Finding interesting correlations between cluster content and meta-
data is a challenge, as the data space is often very large. For sci-
entific observation data, usually a multitude of metadata exists that
could be relevant for forming hypotheses by the analyst. The meta-
data in general can take many different forms, e.g. be numeri-
cal, nominal, ordinal, textual. Discovering relationships can be
supported by supervised machine learning techniques such as re-
gression or classification, or unsupervised clustering, that incorpo-
rate metadata properties directly in their learning process. How-
ever, these approaches require the definition of a suitable model to
combine all these data types. Usually, only domain experts have
appropriate insight into the data to devise such models, and yet,
few domain experts have a strong technical background in machine
learning. Both of which, however would be needed to incorporate
these models into the learning algorithms. Therefore, we propose
an approach to automatically identify potentially interesting meta-
data properties of clusters, for exploration by the user. The measure
of interestingness is based on the homogeneity of the distribution of
the regarded metadata entities for a given clustering, as well as the
dispersion of said distribution among the neighborhood of clusters
in a 2D arrangement.

Specifically, we employ unsupervised clustering of the content
data, without incorporating the metadata, using the Self-Organizing
Map method, which yields an overview of the content data in a
two-dimensional layout. Now we guide domain experts to interest-
ing relationships between content data and metadata, by visualiz-
ing the distribution of the metadata among the content data clusters.
Thus, a user can easily spot clusters which are not only similar con-
cerning the content data but also show a homogeneous distribution
of metadata entities. This allows discovery of interesting relation-
ships between the content data (i.e. a temperature measurement
over time) and metadata (i.e. geolocation of the measurement).

The remainder of this paper is structured as follows. In Section
2 we discuss related work in several areas. In Section 3 and 4,
we motivate our approach and define a couple of measures for au-
tomatically screening those metadata properties with a potentially
interesting relationship to content data. In Section 5, we apply our
implementation to a real-world data set, demonstrating the useful-
ness of the approach. Finally, the Sections 6 and 7 summarize this
paper and discuss future extensions of our approach.

2. RELATED WORK

2.1 Visual Cluster Analysis and High-Dimen-
sional Visual Correlation Analysis

Many clustering methods such as k-Means, DBScan and so forth
have been proposed and applied to date [12]. Visual cluster analysis
focuses on the visualization of properties between and within clus-
ters. To compare clusters against each other, projection techniques
such as PCA or MDS [2] can be applied as a post-processing step
after clustering. Alternatively, several methods employ topologi-

cal restrictions, such as the Self-Organizing Map algorithm [16].
Intra-cluster properties typically are visualized by specific data-
dependent representations for the cluster centroids or medoids; in
case of clusters in high-dimensional feature space, techniques such
as Parallel Coordinates [7] can be used.

Correlation of cluster views against a target variable can be vi-
sualized, in the simple case, by means of background color-coding
and overlay of glyphs. Linked-view displays allow to select clus-
ters of interest and highlight corresponding data in auxiliary views,
see [9] as an example.

Several systems for visual detection of interesting correlations in
multivariate data exist. Evaluation and comparison of a set of given
regression models in multiple dimensions is described in [20]. The
system incorporates sophisticated navigation controls, but is not
primarily tailored towards guiding the user through the analysis
space.

In [11], a system is proposed that guides the user in identify-
ing well-fitting linear regressions models in multiple dimensions.
It is based on a series of heatmap displays, and also supports find-
ing good correlations in a subset of the data. The same authors
proposed another framework that supports the analysis of spatio-
temporal data [10]. Here, Self-Organizing Maps, parallel coordi-
nate plots and two-dimensional cartographic color design methods
are connected in an interactive framework.

In the works of [4] and [1], the authors present cluster results
of multidimensional data content arranged with layouts based on
categorical metadata. Similar to our approach, the combination of
data content and metadata is considered. In contrast, the layout of
our data clusters depends on the data content, not on the metadata.

2.2 Interestingness-based Visual Analysis Sup-
port

Guiding the user through a potentially large analysis space ben-
efits from a notion of interestingness that is defined in the data or
the view space.

Geng and Hamilton give an overview of several ways to deter-
mine interestingness in data mining in general [8]. Given such a
notion, visual analysis benefits by automatic filtering, highlighting
and grouping the data accordingly.

For bivariate data, a scatter plot is an intuitive visualization for
humans to judge if the relationship between the two visualized vari-
ables is interesting or not. Thus, computational methods to auto-
matically analyze bivariate data for interestingness in a similar way
have been proposed [28, 26, 25, 22].The basic idea for unlabeled
data is to analyze the distribution of points in a scatter plot, where
usually a narrow distribution is considered interesting. The compu-
tational techniques to achieve that vary from graph analysis [28], to
image-based techniques [26] up to goodness-of-fit parameters from
regression [22]. For labeled data, the separability of clusters in a
scatter plot is analyzed [25].

In [23], an interestingness-based approach for cluster analysis in
pixel-based visualizations is proposed. It is based on measuring
the entropy contained in a pixel display of the cluster spaces, and
useful for screening a large space of candidate clusterings.

Another example application is presented in [5]. The interest-
ingness definition of data clusters and labelling data is based on a
recommendation system. The Wikipedia library is used to enhance
the cluster labeling quality of manually labeled clusters.

While several approaches to date allow to measure the interest-
ingness of views, they often are based on heuristics. A rather open
challenge is to assess the relation between the used interestingness
scores, and the application-dependent interestingness as perceived
by the analysis.



Figure 1: Example data set, aggregated by a clustering algo-
rithm (k=3) and arranged in a particular layout. The metadata
entity distribution (A, B, C and D) is considered. Our inter-
estingness functions consider the distribution of metadata cat-
egories among clusters, identifying candidate relations.

3. MEASURING RELATIONSHIPS BETWEEN
CLUSTERS AND METADATA

3.1 Problem Definition and Basic Idea
Finding interesting relationships between clusters and associated

metadata is an important challenge. For example, in the natural
sciences, experimental data is often annotated with the conditions
under which it was collected. Automatic machine learning tech-
niques to find and model the relationships between cluster data and
metadata are only suitable to prove or disprove specific hypothe-
ses. The number of hypotheses for relationships between metadata
and content data is potentially very large, and cannot efficiently be
manually specified or explored.

Thus, techniques to guide users in efficiently finding interesting
relationships between content data and metadata are important.

We denote data which is to be clustered as content data. In our
application, we consider time-oriented measurement data as con-
tent data. The daily time series data elements are additionally de-
scribed by metadata of nominal or numerical type. All content data
comprises a metadata record of the same schema, and the metadata
is not part of the clustering method (see a generalized example in
Figure 1).

Our approach relies on a visual clustering solution, and in partic-
ular, a projection of the cluster prototypes to a 2D regular grid. We
propose the following approach to identify and visualize potentially
interesting relations between content data and metadata:

1. First, we aggregate the content data using a cluster algorithm.
In our approach, we use the Self-Organizing Map algorithm
(SOM) [16] for its convenience with respect to visualiza-
tion. The method creates a two-dimensional organization of
the cluster prototypes on a regular grid which is the basis
for further informative overlays. Note that our approach is
not limited to SOM. Alternative clustering algorithms (e.g.,
k-Means, DBScan, etc.) combined with a projection (e.g.,
PCA, MDS, etc.) of the cluster prototypes can be used.

2. Then, we compute a metadata entity distribution histogram
for each data cluster. Two specific interestingness measures
defined on the histograms (cf. Section 3.2) are computed
and shown to the user, for assessing the interestingness of
the selected metadata property for the cluster result. On the
one hand, our cluster-based interestingness measure identi-
fies single sharp peaks of metadata entities within each clus-

Figure 2: Two interestingness concepts. Left: cluster-based.
Single-entity dominated clusters are more interesting com-
pared to clusters with diverse-distributed metadata entities.
Right: neighborhood-based. Neighboring clusters with similar
metadata entity distributions are interesting.

ter (cf. Section 3.2.1). Furthermore, the analyst is guided to
discover interesting neighborhood-based metadata distribu-
tions among neighboring clusters. Neighboring clusters (in
terms of similar data content) that contain similar metadata
distributions are expected to be interesting (cf. Section 3.2.2).

3. We provide an interactive visualization which allows to visu-
ally explore the space of possibly interesting metadata prop-
erties, based on the calculated scores. The cluster prototypes
are visualized for an overview, together with the interesting-
ness scores (via color mapping) and the distribution of the
metadata entities (in form of a bar chart). See Section 4.

4. Both interestingness measures can be used to automatically
survey the space of possibly relevant metadata properties,
and present to the user a ranking of the most interesting meta-
data properties (cf. Section 4.3). This ranking is useful when
facing large metadata spaces, which cannot be explored man-
ually.

3.2 Definition of Interestingness Measures
We propose two definitions of interestingness to guide the visual

exploration - cluster-based and neighborhood-based interestingness
measures (see also Figure 2). In the following, we will define these
measures, taking into account the data type (nominal or numerical)
of the corresponding metadata property. The chosen measures are
an initial set of measures proposed heuristically, and expected to
be a good starting point (see also Section 6 for a comparison of
the measures). They could easily be extended by more specific
measures, based on application needs.

3.2.1 Cluster-based Interestingness Measure
The main objective of our cluster-based interestingness measures

is to describe the diversity of the metadata entity distribution in
each individual cluster in order to precisely describe clusters in the
context of additional metadata properties. Obviously, a higher in-
terestingness between the cluster and the metadata property is ob-
tained, if only small variations in the metadata entity distribution
of the considered cluster exist, hence a small diversity (cf. Figure 2
left).

Reflecting this characteristic for nominal metadata properties,
we choose Simpson’s index (see equation 1), referred in the lit-
erature as one of the most prominent measures of diversity [24], as
an interestingness measure. The Simpson’s index, taking values be-
tween 0 and 1, becomes 1, if all elements of a distribution lie in one
bucket. A lower index reflects more diversity of the distribution,
which is considered less interesting from an inner cluster-based
perspective. To enable the comparison of numerical and nominal
metadata properties, we use the same index for both data types.
Since the Simpson’s index is an appropriate measure for discrete



Figure 3: Cluster-based interestingness on a daily tempera-
ture clustering: the ‘Latitude’ emerges to be the best metadata
property for the discovery of cluster-based interestingness (cf.
Figure 5).

distributions, the numerical attributes have to be discretized. This
is done via a binning of the numerical values with a fixed number
of buckets.

l = 1−
Z

∑
i=1

ni(ni −1)
N(N −1)

(1)

Here, ni denotes the number of entities regarding the ith metadata
property and N is the overall number of entities of the cluster. De-
pending on the data type of the metadata property, for each cell of
the visual cluster representation, the Simpson’s index as a cluster-
based interestingness measure is computed.

3.2.2 Neighborhood-based Interestingness Measure
In addition to cluster-based interestingness, we introduce neighbor-

hood-based interestingness measures. Based on the content-based
similarity of clusters, the homogeneity of metadata distributions
among a visual cluster representation is evaluated. As an assump-
tion, a metadata property is related to a cluster result (and thus a
good interestingness candidate), if the regarding metadata entity
distributions in the vicinity of a cluster are similar (cf. Figure 2
right).

Hence, we are looking for similar distributions of the metadata
entities for similar clusters to (a) find metadata properties that have
a global relation to the cluster result and (b) to discover neighbored
clusters with similar metadata histograms in order to guide the re-
duction of the number of clusters in further aggregation enterprises.

Regarding numerical metadata properties, for the comparison of
distributions we again use the discretized metadata entities of sec-
tion (3.2.1). For the neighborhood-based scores, the relative fre-
quencies are computed. The resulting distribution vectors are used
to compute the similarity between two distributions via the earth
mover distance (EMD) [21]. We choose this metric, since the dis-
cretization of numerical values might result in an inaccurate buck-
eting of similar values, and the EMD calculates the minimal costs
that are needed to transform one bucketing signature into another,
including ‘cross-bin’ comparisons. In contrast, for nominal meta-
data properties, we use the Euclidean distance between the distri-
bution vectors, containing the relative frequencies of the categories,
as a measure of similarity between two metadata entity distribu-
tions. This is a well known ‘bin-by-bin’ comparison method. Since
only relative frequencies are used, both measures lie within the in-
terval [0;1], with 0 resulting from an identical distribution, while

Figure 4: Enlarged view of a single cluster. The cluster cen-
troid (measurement: 24h operating temperature range) is dis-
played with a black line, data elements are illustrated with
transparency bundles, a bar chart represents the metadata dis-
tribution. The background color describes the interestingness,
the respective colormap is presented in Figure 5.

higher values indicate decreasing similarity. The similarities are
computed between a distinct cluster and its most similar clusters.
Then, for each individual cluster an average is calculated, weight-
ing the neighbors with respect to their distance to the regarded clus-
ter.

Like the cluster-based interestingness measures, the neighborhood-
based average scores are computed for each visual cluster. We point
out that due to the nature of this neighborhood-based measures, not
all metadata properties proposed as interesting have a sensitive re-
lation to the clustering in a subtle manner (in the worst case think
of an entire uniform histogram distribution that is also homoge-
neous), but all metadata properties with subtle relation (implying
topological histogram orderings) will be recognized as interesting.
Practically speaking, metadata properties with heterogeneous his-
togram distributions are classified uninteresting as expected. We
are aware that the effectiveness of visually assessing neighborhood-
based measures depends on the layout technique. The choice of the
projection method should to be considered with care (cf. Sections
4.2 and 6).

4. VISUALIZING CLUSTERS AND META-
DATA PROPERTIES

In the following, we introduce the visual design for the interac-
tive exploration of interesting metadata properties.

4.1 Clustering and Layout Algorithm
After ability tests for cluster layouts including PCA, MDS and

the SOM, we use the SOM in our approach (see e.g. Figure 3). A
beneficial criterion is the ability of the algorithm for both: cluster-
ing and projection. Furthermore, the regular grid structure reduces
mutual cluster occlusion problems to a minimum. In contrary to
PCA, the projection is not restricted to the degree of information
of the first two principal components and in contrary to PCA and
MDS, the SOM tends to equally distribute the data on the entire
display space (we do not want to generalize this finding, but in
consideration of our data and our analysis task this criterion is cru-
cial). An existent cause for discussion is the property that often not
single but distinct cells together form one data cluster in a more
classical cluster notion, usually measured by compactness and sep-
aration indices. Despite this, the SOM aggregates the data content
in a topology-preserving way, and this is precisely our starting point



Figure 5: List of metadata properties, ranked by their interest-
ingness (here: cluster-based). Each property is represented by
a score, a preview on the colored cluster layout (SOM) and a
global metadata entity distribution bar chart. The colormap to
depict the interestingness from low (dark green) to high (light
yellow) is presented at the bottom.

to apply guided discovery of interesting relationships between data
content and metadata.

Despite our choice of the SOM we emphasize, that alternative
clustering methods combined with a projection of the cluster pro-
totypes in 2D can be used as a starting point for our approach.

4.2 Visual-Interactive Cluster Design
In the upper part of each cluster visualization (cf. Figure 4) a vi-

sual prototype, representing the cluster centroid, is depicted. In the
lower part, the distribution of the metadata property in the clus-
ter is visualized via a bar chart. According to the data type of
the metadata property, nominal categories or discretized numeri-
cal values define the buckets of the metadata bar chart. Hence,
the user can get a notion of the homogeneity of the metadata en-
tity distribution in the cluster. Each cluster is colored representing
the value of the chosen interestingness measure, cluster-based or
neighborhood-based. The color scale ranges from dark green, cor-
responding to low interestingness, to bright yellow, depicting high
interestingness. The color map can be seen in Figure 5. The user
can choose between a local and a global scaling of interestingness
measures. The local variant scales the chosen metadata property
according to its respective maximum and minimum and maps it
to the color range. In the global variant, scaling is done regard-
ing the minimum and maximum over all metadata properties in the
data, and therefore, interestingness can be quantitatively compared
across all metadata properties (see Section 4.3).

We provide interactive zooming functionality. Thus, the ana-
lyst can get deeper insight into the (overall and cluster-based) his-
tograms and the cluster cells on demand. Rescaling the display
and enlarging details is supported until a single cluster is enlarged
up to display size (cf. Figure 4). Thereby, we implicitly provide
a single cluster view. In case of time series data, such as used in
our application, an opacity-bands approach [7] can be used, to de-
pict the content data allocated to the visual cluster prototype. The
histogram visualization is augmented with labels for the buckets.
Individual buckets can be selected and highlighted, those buckets
are highlighted with white background color.

4.3 Ranking of Metadata Properties by Cor-
relation to Cluster Data

In addition to the visual-interactive access to interesting candi-
date views (only one metadata property is explored at a time) we
provide an automatic ranking method for all metadata properties
based on the interestingness measures. Due to high quantities of
metadata it might be infeasible to visually explore every possible
metadata view. In that case an automatic ranking of the metadata
properties regarding their overall interestingness is useful.

In the following, we propose such a measure. The calculation
can be executed on both cluster-based and neighborhood-based in-
terestingness measures. The user can interactively choose, which
of the two measures is used for calculating the ranking.

In order to provide a comparable measure, we normalize each in-
terestingness value based on the overall minimum and maximum of
all metadata properties. Thereby, we obtain for each cluster cell one
global interestingness measure per metadata property. The result-
ing n×m measures (n: # of clusters, m: # of metadata properties)
are sorted in a list and the median is calculated. Now, we count for
each metadata property the number of values that are greater than
the median. The ratio of this number and the number of clusters is
used as the overall interestingness measure for each property, that
defines the ranking.

The result of this ranking is visualized in a list view (see Fig-
ure 5). In the first column, the overall interestingness measure for
each metadata property is given, ranging from 1 (all clusters have
a global interestingness measure above the median, regarding one
respective metadata property) to 0. The background color is calcu-
lated based on a normalized color map reflecting the ranking score.
In the second column a minimized cluster visualization (introduced
in Section 4.1) simply reflecting the interestingness values of each
cluster is shown. In the third column the title of the respective
metadata property is shown. In the last column a histogramm of all
metadata entities for the regarded metatdata property is visualized.
The applied colormap is displayed at the bottom of Figure 5.

5. APPLICATION
We study the exploratory goal of discovering relations between

time series clusters and categorical metadata data in a real-world
earth observation data set. We use this real-world data (1) to prove
our two interestingness concepts and (2) to give some illustrative
examples of how our system could be used to show interesting re-
lations in a challenging and previously undiscovered data set, rec-
ognizing that we are not domain experts. We proved the correctness
of our data findings by collaborating with domain experts from the
Alfred Wegener Institute (AWI) for Polar and Marine Research in
Bremerhaven, Germany.

5.1 The Research Data Set
We consider research data from the scientific data repository

PANGAEA [19] operated by the AWI. PANGAEA archives, pub-



Figure 6: Cluster-based interestingness on a daily temperature
clustering: the metadata property ‘Month’ is not suitable to de-
scribe the cluster result in a manner of cluster-based interest-
ingness, since only diverse entity distributions are discovered.

lishes, and distributes geo-referenced scientific earth observation
data. Our data set focuses on atmospheric weather measurements,
gathered in the scope of the Baseline Surface Radiation Network
(BSRN) [18], a PANGAEA compartment. The research data is an-
notated with metadata information on citations, originating project
name, spatial and temporal conditions, parameter description, etc.
Such rich available metadata is well suited for our application to
discover relationships between these metadata properties and ag-
gregations of the observation (content-based) data.

Our sample data pool consists of 221 monthly time series mea-
surement files from 2006 measured at various stations of BSRN all
over the world. We focus on temperature curves, as temperature os-
cillation is a rather intuitive physical process and is well-suited for
interpretations. After discussion with domain experts from BSRN
we created the following application scenario.

Clustering of time series data is a non-trivial task, as during pre-
calculation steps, many degrees of freedom exist and have to be
considered. Preprocessing steps like missing value replacement,
outlier handling and quantization techniques can be applied. Keogh
[15] and Liao [17] give a broad overview to the field, also re-
garding the calculation of time series descriptors and time series
similarity measures. As the number of observations per time se-
ries comes to 50000 per file (amounting to about 10 million time
stamps in total), we segment the long measurement time series into
daily series. Then we apply Piecewise Aggregate Approximation
descriptor [14] with 24 bins (one per hour) on the time series, to
obtain low-dimensional data representations (feature vectors). The
resulting 6430 feature vectors are clustered and layouted with the
Self-Organizing Map algorithm, using rules of thumb parameters
[6, 16].

We next show results of applying our method to temperature
measurement time series from the above mentioned data set. After
the clustering step is completed, a visual overview of the data con-
tent is presented via the cluster representations. Now the user can
interactively select one of the metadata properties, and the distribu-
tion of the metadata entities within each cluster cell is visualized.
According to the interestingness measures introduced in Section
3.2 a color mapping is computed, either visualizing the cluster-
based, or the neighborhood-based interestingness. The attributes
the user can select from are presented in a ranked list in descending
order of potential interestingness as described before.

Figure 7: List of metadata properties, ranked by their
neighborhood-based interestingness. Properties ‘Location’,
‘Creator’ and ‘Month’ are ranked best; properties ‘Season’
and ‘Surface_Type’ remain weak.

5.2 Cluster-based Interestingness
We first focus on our cluster-based interestingness measure, dis-

covering peak distribution histograms of the metadata entities at
distinct clusters. Coming back to Figure 5, we use the metadata
property ranking list as a global overview and starting point for the
available metadata space to discover.

‘Latitude’ is outlined to be the most interesting metadata prop-
erty, as its ranking score is 0.9 (90% of its clusters hold interest-
ingness values above the global median). We select the ‘Latitude’
property and discover a variety of clusters that can be well de-
scribed by very few metadata entities (cf. Figure 3). For exam-
ple, measurements of the upper left cluster (coldest of all measure-
ments) are exclusively located at the lowest (-65◦) and the high-
est (50◦) latitudes in the data set. Based on this local finding and
without effort, the researchers from AWI state a meaningful global
relation between the metadata property ‘Location’ and the cluster
result: cold temperature measurements originate from polar regions
on earth, warm measurements (at the lower right of the cluster lay-
out) can be found in equator-near regions. This relation is observ-
able in a great variety of clusters.

Besides the discovery of interesting relations between a cluster-
ing metadata properties of the data set, we also want to prove our
concept. Thus, we explore the ‘Month’ property in Figure 6 on pur-
pose of evaluating worst interestingness values calculated on the
given metadata set. It can be seen that the entity distribution is
not suitable to describe the distinct clusters due to high histogram
diversities.



Figure 8: Neighborhood-based interestingness on a daily tem-
perature clustering: The ‘Location’ property proves to hold the
most highest interestingness of all metadata properties. Four
selected locations (white bars) only appear in the lower right of
the cluster layout. The researchers assign the highest tempera-
ture measurements of the data set to this metadata entities.

5.3 Neighborhood-based Interestingness Mea-
sure

Facing the neighborhood-based interestingness measure, we again
investigate the ranked metadata property list in Figure 7.

We discover relations of ‘Location’, the best ranked metadata
property in Figure 8. We ascertain constant good interestingness
values, since most of the histograms correlate quite well to those of
their neighbors. In the lower left, four clusters have almost identical
cluster values AND metadata histograms, this might be an indica-
tor for recalculating the clustering with a lower number of clusters
or merging those similar clusters to a super cluster. Similar obser-
vations can also be made at other parts of the cluster layout. Since
merging of clusters is not the analysis goal of this work and just a
starting point for further approaches, we refer to the discussion in
Section 6.

Another interesting property is ‘Month’ in Figure 9. Besides a
few outlier clusters (particularly the cluster at the upper left with
the lowest temperature values of the entire data set), all clusters
exhibit similar relationships to their neighbors above-average.

We want to take a closer look to the (unordered) distribution of
the month entities along the global cluster layout. The researchers
state a strong gradient from dominating winter months at the left to
dominating summer months at the right of our layout. This shows
the relation of the chosen metadata property to the cluster result.

6. DISCUSSION, LIMITATIONS AND POS-
SIBLE EXTENSIONS

The proposed approach helps users search through a larger space
of metadata parameters (a bin, or a category), identifying those
which show a strong relationship to a cluster, or neighborhood of
clusters. We next discuss in turn the used interestingness measures,
baseline clustering, and visual representation.

We proposed two measures of interestingness to guide the user
in the task of finding relationships between data clusters and meta-
data attributes: The cluster-based measure (see Section 3.2.1) iden-
tifies single clusters who are flagged interesting when they show
a peaked metadata distribution. Such a distribution indicates that
there is a single clear correspondence between that given cluster
and a single metadata property. The size of the cluster for which
this relation holds is not considered in the measure. It means, that

Figure 9: Neighborhood-based interestingness on a daily tem-
perature clustering: The property ‘Month’ also shows some
interesting regions on the cluster layout. Apart from that, a
rather uninteresting cluster in the upper left sticks out: the his-
togram of this cluster does not relate to those of its neighbors.

the number of data entities which support the finding, may also be
small, if the underlying cluster is relatively small. This however,
could be accommodated by an appropriate setting of the clustering
method. The neighborhood-based measure (see Section 3.2.2) con-
siders data portions interesting, if a larger neighborhood (a larger
support of clusters) shows all similar metadata distributions. The
measure is irrespective of the distributions having a peak, but ac-
cepts any distribution, as long as it remains similar for a larger
neighborhood. Both measures constitute heuristics and imply that
the user should inspect the found portions, for validation and ex-
planation. Our measures help to provide a starting point for the
analysis, but they also require the human analysis to make sense.
We note that our approach is not limited to the described distri-
bution measures, but could accommodate many more rules based
on cluster sizes and metadata distributions to search for. An in-
teresting future work would be to define a user editor for efficient
specification and adaption of such interestingness rules.

In Section 4.1 we argued that alternative clustering and projec-
tion methods can be used as a starting point to our approach. De-
spite that fact, the interpretability of the outcomes heavily rely on
the existence of a meaningful clustering and projection layout (cf.
the garbage in-garbage out principle). For the analysis to be mean-
ingful, cluster validation and projection quality measures, e.g., based
on stress analysis, could be employed, to support the findings. The
applied SOM method is convenient in that it provided clustering
and projection in one step. On the other hand, the SOM method,
for cases, can fail to meaningfully represent groups in data [13]
and alternative clustering methods should be considered. A visual
comparison of results based on multiple clustering and layout tech-
niques can be considered in future works.

For visual inspection of clusters and metadata, we rely on a grid-
based view of overlaid glyphs (time series and bar charts). We rec-
ognize that appropriate visual design for cluster prototypes is im-
portant to support the user in interpreting the differences between
clusters and the correlation to the metadata properties. For general
high-dimensional content data, this is a challenge in its own. For
alternative data types, different glyphs may be useful. It remains
to be explored how effective this overlay is for different numbers
of clusters and complexities of the respective glyphs. We assume
that for growing numbers of clusters and bar chart dimensions, the
display may become cluttered and more scalable visual representa-
tions may become necessary.



Our presented use cases are only a first step toward a more en-
compassing application of the method. While we have applied it
to earth observation data, discussion of results with domain ex-
perts remains to be done. From such discussion, we expect pos-
sible improvements and new measures to specify what are inter-
esting relationships between clusters and metadata fields. Our ap-
proach currently considers the cluster data in its entirety. An in-
teresting challenge is to support efficient screening of subsets of
clusters for which interesting correlations may exist. Also, interest-
ingness measures based on combinations of metadata fields could
be possible, yet they will increase the search space. Finally, iter-
ative visual-interactive cluster refinement strategies based on the
additional metadata can be considered.

7. CONCLUSIONS
We have considered an approach for supporting the user in navi-

gating possibly large data spaces, searching for interesting correla-
tions between data clusters and associated metadata. As manually
inspecting all possible correlations between clusters and metadata
properties is infeasible for large data sets, automatic guidance mea-
sures are needed. We proposed an approach to rate the interesting-
ness of nominal and numerical parameters with respect to their ho-
mogeneity within a given cluster, as well as the homogeneity across
a 2D map of clusters. Our approach is applicable to any clustering
algorithm that provides a mapping to 2D, and the set of interest-
ingness measures is extensible. We showed the applicability of the
approach for discovering interesting relationships between content
data and metadata in a large real-world data set.
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