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ABSTRACT 
Remote sensing of riverine gravel-beds has been shown to be 
fundamental to derive a theoretically driven definition of the 
hydraulic roughness and to understand the complex processes at the 
sediment-water interface. Commonly, 2D gravel-bed topography 
was recorded and analyzed, and only more recently technology 
allowed the measurement of high-resolution 3D Digital Elevation 
Models (DEMs). Equipment to do so is limited to Terrestrial Laser-
Scanners (TLS) and proprietary stereo-photogrammetric systems 
and associated commercial software. Obtaining 3D DEMs of the 
gravel-bed allows the use of advanced statistical functions of 
riverbed elevations, like Probability Distribution Functions (PDFs) 
and structure functions, to characterize the spatial and temporal 
structural development of the riverbed surface. The promise of 
quick high-resolution data acquisitions, obtained with digital close-
range stereo-photogrammetry, which can be employed at various 
locations, warrants detailed research into this area. In this paper we 
present the development of a high-resolution, non-proprietary 
stereo-photogrammetric setup, to be used for hydraulic experiments 
aimed at gravel-bed roughness characterization. Based on the 
quantitative assessment of the calibration process and stereo 
rectification of the images, means to evaluate the reliability of the 
system are described. It is shown that the extraction of the internal 
orientation of the two cameras and the external orientation of the 
stereo setup, as well as the rectification of the images to epipolar 
geometry, are crucial steps to successfully match corresponding 
pixels and obtain high-quality DEMs of a gravel-bed. Finally, 
surface plots of the measured gravel-bed topography are presented, 
showing how improvements are reflected in the quality of the 
DEMs.   

Categories and Subject Descriptors 
I.2.10 [Vision and Scene Understanding]: 3D/stereo scene 
analysis, Modeling and recovery of physical attributes. 

General Terms 
Measurement, Reliability, Experimentation, Verification. 

Keywords 
Close-range stereo-photogrammetry, riverine gravel-bed, 
roughness, Digital Elevation Models, internal assessment. 

1. INTRODUCTION 
In the absence of means to record riverbed topography, hydraulic 
roughness has long been associated with a characteristic grain size 
of the sediment particles constituting the riverbed surface. In 
gravel-bed rivers, it was found experimentally that , the size of the 
intermediate axis of the gravel particles for which 84% are smaller, 
multiplied by a constant, can fit in flow resistance equations and 
give relatively accurate estimates of the average velocity of the 
river flow in some situations, [8]. Percentiles of the Grain Size 
Distribution (GSD) are generally determined by size-sieving, 
counting and weighing of the gravel particles lying on the riverbed 
surface. More recently, digital methods allowed the automation of 
the process, [12]. However, the characteristic grain size approach 
lacks in theoretical justifications and failed at explaining important 
fluvial-geomorphologic processes, [2,16,18].  

The idea that detailed 3D measurements of the riverbed surface 
could characterize the hydraulic roughness completely from a 
topographic point of view is more legitimate. Firstly, it enables a 
vertical roughness length to be related to the elevations of the 
particles that protrude into the flow and create resistance 
[16,18,19]. Additionally, new information on the structure of the 
riverbed surface can be recorded, such as the degree of complexity 
of the particles organisation, the orientation and angle of the gravel 
particles, which are all attributed to affect the flow pattern, 
[7,9,14,16] . 

In recent studies, high-resolution 3D Digital Elevation Models 
(DEMs) of the gravel-bed surface in laboratory flumes were used 
with Probability Distribution Functions (PDFs) and 2D second-
order structure functions of bed elevations to provide the analytical 
basis for the understanding of how water-worked gravel-beds adapt 
to the water flow through the armoring process, [1,15]. 

Generally, hydraulic research takes place in a challenging 
environment, especially for remote sensing applications of bed 
topography. More work must be devoted to the development of 
adequate measurement techniques to be able to use them efficiently 
in natural river environments. In the next section, a quick overview 
of the photogrammetric systems and laser-scanners employed in 
past research is presented.  This overview is used to highlight the 
improvements of our developed setup, as presented in this paper.  



 

1.1 Historical review of areal bed topography 
measurements 
Applications of close-range stereo-photogrammetry for roughness 
characterization research were undertaken with both simulated 
sediment beds in laboratories and natural gravel-beds, [5,6]. [7] did 
successfully obtain through-water photogrammetric measurements 
of a riverbed. These studies employed non-digital semimetric 
cameras and high-definition scanners. Hardcopies of the gravel-bed 
stereo images were transformed into softcopies, from which the 
automatic extraction of the DEMs was performed using the 
Photogrammetric module OrthoMAX by Erdas Imagine®. 
Additionally, targets were glued onto the riverbed surface, and their 
3D positioning was estimated with Leica T1610 co-axial total 
stations. This enabled the interior and exterior orientation of the 
cameras to be extracted and the quality of the stereo process to be 
evaluated. A detailed methodology for counting and managing 
errors was presented.  [5] particularly pointed out the need for a 
control check of the DEMs before statistical roughness analysis. In 
addition, the studies highlighted the difficulty to compute the 
standard error in vertical elevation, because errors also arose from 
the localization of the targets using total stations.  

Photogrammetry, as a very versatile technique, was involved in 
other hydraulic experiments, which for example require a large 
surface coverage or repeated measurements in a short time span. In 
[20], the sedimentation processes in a braided stream were studied 
in the laboratory and the volumetric rate of sediment transport was 
determined by differentiating successive DEMs. [17], used two-
media photogrammetry, air and water, measuring the 3D temporal 
evolution of a scour hole at a bridge pier in the laboratory, with 
stereo pairs taken every second. These two studies used non-metric 
digital cameras, and commercial software, OrthoMAX and Leica 
Photogrammetry Suite (LPS) by Leica Geosystems, for the 
photogrammetric process.  

Although the use of photogrammetric means becomes more 
common, most topographic measurements of gravel-beds were 
undertaken using time-of-flight Terrestrial Laser-Scanners (TLS) 
of various types, [1,11,13,14,15,19]. This certainly traduces that 
laser altimeters can be employed with ease in detailed 
microtopographic measurements and provide a high accuracy 
without the need to assess in detail the DEM accuracy.  TLS were 
also successfully employed in field-based experiments, [13,14], but 
unlike stereo-photogrammetry, no submerged measurements could 
be done because of the laser red beam. Additionally, the time 
required to survey a test section, and sometimes the size of the laser 
footprint, were limitations to high-resolution and repeated 
measurements, as in [1]. 

1.2 Objective 
In this study a high-resolution, non-proprietary, stereo-
photogrammetric system, to be used in hydraulic experiments 
aimed at gravel-bed roughness characterization, and means to 
evaluate its accuracy, are presented. In the first part, the 
experimental setup is described in detail, as well as the methods 
employed for camera calibration, epipolar rectification, and 
automatic stereo matching. The results are discussed by visual 
examination of DEMs obtained at two development phases, at the 
beginning of the research project, and at what the system is able to 
obtain at present. Detailed analysis shows that accurate calibration 
and precise stereo rectification of image pairs, are crucial steps to 
obtain quality DEMS of a gravel-bed. 

2. EXPERIMENTAL CONDITIONS 
2.1 Experimental setup 
The DEMs presented in this study use experimental data sets 
obtained in a 19-m long, 0.45-m wide and 0.5-m deep hydraulic 
flume available in the Fluid Mechanics Laboratory of The 
University of Auckland. The overall test section over which 
photogrammetric measurements were undertaken comprised a 955-
mm long, full-width, vertically adjustable recess. Both the 
upstream and downstream bed sections surrounding the recess were 
artificially roughened to help obtaining fully developed flow 
conditions (Figure 1). Initially, the recess was filled with randomly 
mixed, natural, graded and rounded sediment with D50 = 7-mm and 
a maximum gravel size of D98 = 50-mm and the surface was 
flattened to a thickness of 10-cm. The gravel-bed was then water-
worked and naturally armored over four hours at a constant flow 
rate of Q = 66-L/s and a constant water depth of 20-cm. Finally, the 
flume was drained to survey the bed surface. 

To enable the topography of the water-worked bed to be measured, 
the test section was equipped with a special carriage for stereo-
photogrammetry equipment, which could easily be moved along 
the flume. Two cameras were mounted on the frame at adjustable 
heights. The mounting bar for the cameras could be rotated at 90 
degrees, enabling stereo images to be taken vertically from above 
for the gravel-bed and horizontally for the calibration checkerboard 
positioned outside the flume. This way, camera calibration could 
be done on site, under the same conditions, obviating the need to 
move the stereo setup, which could affect the calibration 
parameters. This method also removes the need for photo-
controlled targets.  

The lighting was set up with two 1-m long neon lights, installed 
next to the transparent sides of the flume, along the test section. A 
self-made light diffuser was used and consisted of thin sheets of 
white Plexiglas applied between the neon lights and the flume glass 
walls. This permitted a dim and homogeneous light to be obtained 
over the test section, with very little light reflections from the gravel 
particles. 

2.2 Photogrammetric measurement of gravel-
bed topography 
The stereo-photogrammetric setup used in this study is composed 
of two Nikon D90 digital single lens-reflex consumer cameras, with 
a 20-mm lens and a 5.5-µm pixel size p on the CCD sensor (12.3-
megapixel). The two cameras were mounted along the flow 
direction 1.1-m above the flume, with a 300-mm baseline b 
between them (see figure 1).  

 
Figure 1 Gravel-bed and measurement window. 

The design of the stereo-setup was determined to obtain a Common 
Field of View (CFoV) of the two cameras, where elevation data can 
be obtained, of the size of the full test section. This meant that at 



 

the cameras’ elevation required, the setup would provide a CFoV 
with the horizontal extent larger than the vertical extent (see Figure 
2), so that cameras were aligned in the flow direction and lowered 
at maximum to a distance from the sediment bed of 1.1-m. The 
horizontal resolution with which photogrammetric measurements 
were obtained of the riverbed surface was thus optimized and 
calculated to be 0.16-mm/pixel, or 39pixels/mm2. 

Before taking photographs of the gravel-bed, the settings for both 
cameras were manually adjusted to be identical (shutter speed of 
1.3-s, F/20 aperture, ISO 200) and manually focused on the bed 
surface. Attention was taken to obtain similar left and right 
photographs, with a good exposure and contrast, to facilitate the 
stereo-matching.  

The independent calibration of the two cameras and stereo 
calibration of the setup were undertaken using a MATLAB®-based 
implementation of Zhang calibration technique, [4,21]. The 
intrinsic and extrinsic parameters of the two cameras are 
determined by solving homography between the cameras and a 
planar target, the calibration checkerboard. For accuracy, the 
checkerboard was always photographed in more than 20 positions 
(all degrees of freedom were used) covering most of the CFoV, 
with the checkerboard at distances from the cameras embracing 
1.1-m, the distance at which the gravel-bed was photographed. The 
calibration checkerboard was printed on A3 paper and glued on a 
flat inflexible plate. It had an orthogonal grid with alternating black 
and white 20-mm squares, with 16 horizontal squares and 12 
vertical squares. Radial and tangential lens distortions of the two 
cameras were modeled with a sixth-order polynomial through 
optimization search after obtaining closed-form estimates of other 
calibration parameters. Still using Bouguet’s toolbox for 
MATLAB®, the two cameras were calibrated in stereo 
configuration, through the optimization of the parameters with the 
translation between the cameras (or baseline) as a constraint.  

Stereo calibration allows the stereo pairs to be rectified as close as 
possible to epipolar geometry, where two corresponding points are 
aligned on the same scan line, and thus simplifying the stereo 
matching process. In the stereo rectification process, the projection 
equations between the two cameras are solved, which gives a close 
form transformation matrix to epipolar geometry. Additionally, 
lens distortion is removed. 

Stereo matching of the corresponding pixels was undertaken on the 
rectified images, using [10]’s Symmetric Dynamic Programming 
Stereo-matching (SDPS) algorithm. The disparity range associated 
with the distances from the cameras to the gravel-bed (exaggerated 
minimum and maximum distances), 850 to 1050-pixels was used 
as an input parameter in the program. The result is a depth map, 
with a minimum measurable disparity rounded to one pixel, which 
corresponds to a minimum distinguishable vertical distance on the 
gravel-bed (or best accuracy achievable) of 1-mm. From the depth 
map and the calibration results, a point cloud containing the 3D 
coordinates of all measured points on the gravel-bed (5,200,000 
million points) was extracted and finally opened with MATLAB® 
to represent the gravel-bed as a 3D DEM. For producing a surface 
plot with MATLAB®, the data was reduced to 832,000 points, 
changing the horizontal resolution from 0.16-mm to 1-mm, and 
plotted on an orthogonal grid.  

In this study, a high-resolution DEM obtained using the 
methodology presented above is compared to a DEM presented in 

[3] and obtained early in the development of the technique. The 
comparison is done over a gravel-bed patch of size 350-mm 
downstream and 300-mm transverse, a size considered sufficient 
for subsequent work on the roughness characterization. 

 
Figure 2 Definition of the photogrammetric setup. 

3. RESULTS 
3.1 Digital Elevation Models (DEMs) 
The visual examination of Figure 3 shows that the two DEMs 
obtained at different stages of the research project development are 
significantly different, although measuring a similar gravel-bed.  
The DEM in Figure 3a shows numerous measurement spikes that 
could not be suppressed with data post-processing. Measurement 
imprecisions were addressed by detecting outliers, comparing their 
neighbors’ elevation, plus or minus 3-mm, and replace outliers by 
the average elevation of the four closest neighbors. This noise 
significantly alters the quality of the DEM, and it was found that 
statistical roughness analysis cannot be employed. Even the bigger 
gravel particles are not correctly depicted. In 2011, colored gravel 
particles were used and it was concluded that the presence of 
substantial light reflection negatively influenced the DEM 
recording.  
The DEM in Figure 3b correctly represents the shape of the 
particles, even the one of size smaller than 1-cm. The particles 
contours still display jumps, which can be attributed to the use of a 
fine orthogonal grid and the discrete nature of integer disparities 
returned by the depth map.  

3.2 Calibration assessment 
The internal reliability of the photogrammetric process was first 
evaluated on the calibration results. After independent calibration 
of the cameras, the interior orientation of the two cameras is 
estimated. The positions/orientations of the left and right camera 
are defined with respect to the checkerboard. The calibration results 
are then used to reproject the estimated corners of the checkerboard 
from the cameras’ optical center on the different calibration images. 

The reprojection error, defined as the difference in pixel 
coordinates between the estimated corners and the actual corners 
(found with the subpixel accurate corner detection algorithm), was 
used as an indicator of the accuracy and validity of the calibration 
results. Figure 4 shows clearly that the reprojection error 
significantly diminished between the two applications. Initially, the 
reprojection error obtained in [3] was between -7 and 7 pixels. With 
the improved methodology presented herewith, the calibration 
results show a reprojection error ranging between -1



 

  
Figure 3 DEMs of 350-mm downstream (x) by 300-mm transverse (y) gravel-bed samples (left) presented in [3] and (right) 

obtained with the methodology presented herewith.

and 1 pixel, traducing a six-fold improvement in the calibration 
accuracy.  

It was also interesting to plot selected statistics of the reprojection 
error for each calibration image.  This representation helps to 
identify calibration images, which fail to accurately estimate the 
calibration results. Depending on the reason of failure, discarding 
some images in the calibration process may improve the overall 
results. During testing of the methodology, this is easily 
implemented for both the right and left image, and both directions 
x and y.  

However, we do not present these graphs here. Instead, Table 1 
summarizes the selected statistical parameters describing the 
reprojection error for both left and right images, in x and y 
directions.  

3.3 Rectification assessment 
The precision with which stereo pairs were rectified to epipolar 
geometry was also assessed. This was done by using the corner 
detection algorithm available in MATLAB®, to automatically 
detect the checkerboard corners over all the rectified images. The 
vertical position of the corners was then compared between the left 
and right images. For images perfectly rectified to epipolar 
geometry, the corresponding corners should be at the same vertical 
coordinates, and the rectification error, defined as the difference in 
vertical coordinates between corresponding corners, should be 
zero. 

Similarly to the calibration assessment, the rectification error can 
be represented over all the calibration images retained for the

   
 (Bertin, Friedrich et al. 2011) Using methodology presented herewith 
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Figure 4 Reprojection error in pixel calculated for the Left and Right camera over all the checkerboard corners on all calibration 

images, as presented by Bouguet’s calibration toolbox for MATLAB®. 



 

Table 1 Summary of the reprojection error. 

 (Bertin, Friedrich et al. 2011) Using methodology presented above 

 Mean  reprojection 
error (absolute, pixels) 

Reprojection error 
standard deviation 

(signed, pixels) 

Mean  reprojection 
error (absolute, pixels) 

Reprojection error 
standard deviation 

(signed, pixels) 

Left-hand image  
Along X 0.8943 1.1498 0.1484 0.1865 

Left-hand image  
Along Y 0.8879 1.1419 0.1174 0.1556 

Right-hand image  
Along X 0.8934 1.1624 0.1505 0.1892 

Right-hand image  
Along Y 0.8741 1.1501 0.1242 0.1638 

 
process, which helps deciding if some images should be discarded 
for better results. In this paper, another plot is presented, which 
combines the rectification errors, represented by quivers of lengths 
proportional to the rectification error, obtained over all the rectified 
images (Figure 5). This graph gives an overview of the coverage of 
the CFoV by the checkerboard.  

Similarly to the reprojection error, the rectification error is very 
different between the two applications (Table 2). With the 
presented setup, the obtained improvement is of the order of 10. 
Inaccurate calibration results tend to be reflected, and amplified, in 
the rectification.  

4. DISCUSSION AND CONCLUSION 
In this paper, the development of a high-resolution, non-
proprietary, stereo-photogrammetric system for hydraulic 
measurements of riverine gravel-beds is presented as well as means 
to assess the reliability of the obtained DEMs.  
The technique developed defers greatly from previous applications 
of photogrammetric measurements in hydraulic experiments, 
which generally relied on semimetric cameras and 
photogrammetric commercial software. Additionally, previous 
research relied on photo-controlled targets by a Leica Total Station, 
to be able to assess the accuracy of the photogrammetric 
measurements. In our study, two digital consumer cameras were 
employed to take high-definition stereo photographs of a grave-bed 
in a laboratory flume, and the photogrammetric process 

(calibration, stereo rectification, stereo matching) was based on 
available methods. The setup presented enables high-quality DEMs 
with a 0.16-mm horizontal measurement resolution and 1-mm 
theoretical vertical accuracy to be obtained over a 955 x 455-mm 
test section, which improves substantially on previous obtained 
results. However, the condition of success was to ensure that 
calibration and stereo rectification of the original images to epipolar 
geometry are well executed with minimum reprojection and 
rectification errors.  For this, MATLAB®-based compiled 
programs were used to characterize the difference in pixel 
coordinates between corners of the checkerboard as detected by the 
corner detection algorithm and the corners as estimated with the 
calibration results. A MATLAB® program also computed the 
difference in pixel coordinates between corresponding corners in 
the rectified images. This method for internal assessment of the 
stereo-photogrammetric setup, based on the calibration 
photographs of the checkerboard, is expected to be representative 
of the internal errors on the rectified images of the gravel-bed, from 
which DEMs are obtained. This removes the need to place fixed 
targets on the gravel-bed to determine their 3D locations with 
additional instruments, which would risk disturbing the 
experiments. An internal assessment based on the calibration 
images is representative of the internal errors on the gravel-bed at 
the condition that no change takes place between obtaining 
calibration images and obtaining gravel-bed record. In light of the 
results, sub-pixel reprojection and rectification errors are important 
to obtain high-quality DEMs of a gravel-bed. 

  
Figure 5 Rectification error in pixel, calculated over all the checkerboard corners for (left) the setup used in [3] and (right) the 

setup described in this paper. 



 

Table 2 Summary of the rectification error. 

 (Bertin, Friedrich et al. 2011) Using methodology presented above 
Mean  rectification error 

(absolute, pixels) 1.0067 0.0785 

Maximum  rectification error 
(absolute, pixels) 5.9437 0.5167 

Rectification error standard 
deviation (absolute, pixels) 0.1459 0.0673 

 
The visualisation of the DEMs highlights the need for more testing 
on the effect of grid size, to understand the restrictions on the finest 
and coarsest grid usable for data representation and roughness 
analysis. Also, it is supposed that a convenient way to evaluate the 
external accuracy of the DEMs would be to compare their elevation 
with a ground truth. Other instruments, even accurate like laser-
scanners, result in measurement errors and thus make it difficult to 
estimate exactly the standard error of photogrammetric 
measurements. A 3D model of a gravel-bed sample, whose 
elevation data are known, would provide such a ground truth and is 
in preparation for the next testing phase of our methodology. 
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