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Abstract

In this paper, we first introduce the concept of Laurent differentially essential systems
and give a criterion for Laurent differentially essential systems in terms of their supports.
Then the sparse differential resultant for a Laurent differentially essential system is de-
fined and its basic properties are proved. In particular, order and degree bounds for the
sparse differential resultant are given. Based on these bounds, an algorithm to compute
the sparse differential resultant is proposed, which is single exponential in terms of the
number of indeterminates, the Jacobi number of the system, and the size of the system.
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1 Introduction

The multivariate resultant, which gives conditions for an over-determined system of polyno-
mial equations to have common solutions, is a basic concept in algebraic geometry [12, 19,
23, 26, 27, 41, 49]. In recent years, the multivariate resultant is emerged as one of the most
powerful computational tools in elimination theory due to its ability to eliminate several
variables simultaneously without introducing much extraneous solutions. Many algorithms
with best complexity bounds for problems such as polynomial equation solving and first
order quantifier elimination, are based on the multivariate resultant [4, 5, 14, 15, 42].

In the theory of multivariate resultants, polynomials are assumed to contain all the
monomials with degrees up to a given bound. In practical problems, most polynomials are
sparse in that they only contain certain fixed monomials. For such sparse polynomials,
the multivariate resultant often becomes identically zero and cannot provide any useful
information.

As a major advance in algebraic geometry and elimination theory, the concept of sparse
resultant was introduced by Gelfand, Kapranov, Sturmfels, and Zelevinsky [19, 49]. The
degree of the sparse resultant is the Bernstein-Kushnirenko-Khovanskii (BKK) bound [2]
instead of the Beźout bound [19, 40, 50], which makes the computation of the sparse resul-
tant more efficient. The concept of sparse resultant is originated from the work of Gelfand,
Kapranov, and Zelevinsky on generalized hypergeometric functions, where the central con-
cept of A-discriminant is studied [17]. Kapranov, Sturmfels, and Zelevinsky introduced the
concept of A-resultant [28]. Sturmfels further introduced the general mixed sparse resultant
and gave a single exponential algorithm to compute the sparse resultant [49, 50]. Canny and

2



Emiris showed that the sparse resultant is a factor of the determinant of a Macaulay style
matrix and gave an efficient algorithm to compute the sparse resultant based on this matrix
representation [13, 14]. D’Andrea further proved that the sparse resultant is the quotient of
two Macaulay style determinants similar to the multivariate resultant [11].

Using the analogue between ordinary differential operators and univariate polynomials,
the differential resultant for two linear ordinary differential operators was implicitly given
by Ore [39] and then studied by Berkovich and Tsirulik [1] using Sylvester style matrices.
The subresultant theory was first studied by Chardin [7] for two differential operators and
then by Li [38] and Hong [24] for the more general Ore polynomials.

For nonlinear differential polynomials, the differential resultant is more difficult to define
and study. The differential resultant for two nonlinear differential polynomials in one variable
was defined by Ritt in [44, p.47]. In [55, p.46], Zwillinger proposed to define the differential
resultant of two differential polynomials as the determinant of a matrix following the idea
of algebraic multivariate resultants, but did not give details. General differential resultants
were defined by Carrà-Ferro using Macaulay’s definition of algebraic resultants [6]. But,
the treatment in [6] is not complete. For instance, the differential resultant for two generic
differential polynomials with positive orders and degrees greater than one is always identically
zero if using the definition in [6]. In [54], Yang, Zeng, and Zhang used the idea of algebraic
Dixon resultant to compute the differential resultant. Although efficient, this approach is
not complete, because it is not proved that the differential resultant can always be computed
in this way. Differential resultants for linear ordinary differential polynomials were studied
by Rueda-Sendra [46, 47]. In [16], a rigorous definition for the differential resultant of n+ 1
differential polynomials in n variables was first presented and its properties were proved. A
generic differential polynomial with order o and degree d contains an exponential number
of differential monomials in terms of o and d. Thus it is meaningful to study the sparse
differential resultant which is the main focus of this paper.

Our first observation is that the sparse differential resultant is related with the non-
polynomial solutions of algebraic differential equations, that is, solutions with non-vanishing
derivatives to any order. As a consequence, the sparse differential resultant should be more
naturally defined for Laurent differential polynomials. This is similar to the algebraic sparse
resultant [19, 50], where non-zero solutions of Laurent polynomials are considered.

Consider n + 1 Laurent differential polynomials in n differential indeterminates Y =
{y1, . . . , yn}:

Pi =

li∑

k=0

uikMik (i = 0, . . . , n), (1)

where uik ∈ E are differentially independent over Q and Mik are Laurent differential mono-
mials in Y. As explained later in this paper, we can assume thatMik are monomials with non-

negative exponent vectors αik. Let si = ord(Pi,Y) and denoteMik/Mi0 =
∏n

j=1

∏si
l=0(y

(l)
j )tikjl

, (Y[si])αik−αi0 , where y
(l)
j is the l-th derivative of yj and Y[si] is the set {y

(l)
j : 1 ≤ j ≤

n, 0 ≤ l ≤ si}. Let ui = (ui0, ui1, . . . , uili) (i = 0, . . . , n) be the coefficient vector of Pi.
The concept of Laurent differentially essential system is introduced, which is a necessary

and sufficient condition for the existence of sparse differential resultant. P0, . . . ,Pn are called
Laurent differentially essential if [P0, . . . ,Pn] ∩ Q{u0 . . . ,un} is a prime differential ideal of
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codimension one, where [P0, . . . ,Pn] is a differential ideal generated in Q{Y,Y−1;u0, . . . ,un}.
This concept is similar to (but weaker than) the concept of essential supports introduced by
Sturmfels in [50], but its properties are more complicated. Precisely, we have

Theorem 1.1 For Pi given in (1), let qj = maxni=0ord(Pi, yj) and dij =
li∑

k=0

uik

qj∑
l=0

tikjlx
l
j

(i = 0, . . . , n; j = 1, . . . , n) where xj are algebraic indeterminates. Denote

MP =




d01 d02 . . . d0n
d11 d12 . . . d1n

. . .

dn1 dn2 . . . dnn




to be the symbolic support matrix of (1). Then the following assertions hold.

1) The differential transcendence degree of Q〈u0 . . . ,un〉〈
P0
M00

, . . . , Pn

Mn0
〉 over Q〈u0 . . . ,un〉

equals rk(MP).

2) [P0, . . . ,Pn]∩Q{u0, . . . ,un} is a prime differential ideal of codimension n+1−rk(MP).
So P0, . . . ,Pn form a Laurent differentially essential system if and only if rk(MP) = n.

3) P0, . . . ,Pn form a Laurent differentially essential system if and only if there exist ki (1 ≤
ki ≤ li) such that rk(Mk0,...,kn) = n where Mk0,...,kn is the symbolic support matrix for
the Laurent differential monomials M0k0/M00, . . . ,Mnkn/Mn0.

With the above theorem, computing the differential transcendence degree of certain differ-
ential polynomials is reduced to computing the rank of certain symbolic matrix. Similar to
the case of linear equations, this result provides a useful tool to study generic differential
polynomials. As an application of the above result, the differential dimension conjecture
[45, p.178] for a class of generic differential polynomials is proved. For the n + 1 Laurent
differential monomials M0k0/M00, . . . ,Mnkn/Mn0 (1 ≤ ki ≤ li) mentioned in 3) of Theorem
1.1, a more efficient algorithm to compute their differential transcendence degree over Q is
given by reducing their symbolic support matrix to a standard form called T-shape.

Before introducing the properties of the sparse differential resultant, the concept of
Jacobi number is given below. Let G = {g1, . . . , gn} be n differential polynomials in
Y = {y1, . . . , yn}. Let sij = ord(gi, yj) be the order of gi in yj if yj occurs effectively in
fi and sij = −∞ otherwise. Then the Jacobi bound, or the Jacobi number, of G, denoted as
Jac(G), is the maximum number of the summations of all the diagonals of S. Or equivalently,

Jac(G) = max

n∑

i=1

siσ(i),

where σ is a permutation of {1, . . . , n}. Jacobi’s Problem conjectures that the order of the
zero dimensional component of G is bounded by the Jacobi number of G [43].

The properties of the sparse differential resultant are summarized in the following theo-
rem.
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Theorem 1.2 The sparse differential resultant R(u0, . . . ,un) ∈ Q{u0, . . . ,un} of P0, . . . ,Pn

has the following properties.

1) R(u0, . . . ,un) is differentially homogenous in each ui (i = 0, . . . , n).

2) hi = ord(R,ui) ≤ Ji = Jac(Pî) where Pî = {PN
0 , . . . ,P

N
n }\{PN

i }.

3) Let Z0(P0, . . . ,Pn) be the set of all specializations of the coefficients uik of Pi under
which Pi = 0 (i = 0, . . . , n) have a common non-polynomial solution and Z0(P0, . . . ,Pn)
the Kolchin differential closure of Z0(P0, . . . ,Pn). Then Z0(P0, . . . ,Pn) = V

(
sat(R)

)
.

4) Assume that Pi (i = 0, . . . , n) have the same set A of monomials. The differential toric
variety XA associated with A is defined and is shown to be an irreducible projective
differential variety of dimension n. Furthermore, the differential Chow form [16, 37]
of XA is R.

5) (Poison Type Product Formula) Let u0 appear in R and t0 = deg(R, u
(h0)
00 ). Then

there exist ξτk in certain differential field Fτ (τ = 1, . . . , t0) such that

R = A

t0∏

τ=1

(u00 +

l0∑

k=1

u0kξτk)
(h0),

where A is a polynomial in Q〈u1, . . . ,un〉[u
[h0]
0 \u

(h0)
00 ]. Furthermore, if 1) any n of the

Pi (i = 0, . . . , n) form a differentially independent set over Q〈u0, . . . ,un〉 and 2) for
each j = 1, . . . , n, ej ∈ SpanZ{αik − αi0 : k = 1, . . . , li; i = 0, . . . , n}, then there exist
ητk ∈ Fτ (τ = 1, . . . , t0; k = 1, . . . , n) such that

R = A

t0∏

τ=1

[
P0(ητ )

M00(ητ )

](h0)

,

where ητ = (ητ1, . . . , ητn) and ei is the exponent vector of yi. Moreover, ητ (τ =
1, . . . , t0) are generic points of the prime differential ideal [P1, . . . ,Pn] :m ⊂ F〈u0, . . . ,
un〉{Y}, where m is the set of all differential monomials in Y.

6) deg(R) ≤
∏n

i=0(mi + 1)hi+1 ≤ (m + 1)
∑n

i=0(Ji+1) ≤ (m + 1)J+n+1, where mi =
deg(Pi,Y), m = maxi{mi}, and J =

∑n
i=0 Ji.

7) Let si = ord(Pi,Y). Then R has a representation

n∏

i=0

M
(hi+1)deg(R)
i0 ·R =

n∑

i=0

hi∑

j=0

Gij

(
Pi

)(j)

where Gij ∈ Q[u
[h0]
0 , . . . ,u

[hn]
n ,Y[h]] with h = max{hi + si} such that deg(Gij(Pi)

(j)) ≤
[m+ 1 +

∑n
i=0(hi + 1)deg(Mi0)]deg(R).
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Although similar to the properties of algebraic sparse resultants, each property given
above is an essential extension of its algebraic counterpart. For instance, it needs lots of
efforts to obtain the Poison type product formula. Property 2) is unique for the differential
case and reflects the sparseness of the system in certain sense.

More properties for the sparse differential resultant are proved in this paper. For instance,
the explicit condition for the equation system (1) to have a unique solution for Y is given. The
sparse resultant for differential polynomials with non-vanishing degree terms are also defined,
which gives conditions for the existence of solutions instead of non-polynomial solutions.

Let Pi (i = 0, . . . , n) in (1) be generic differential polynomials containing all monomials
with order ≤ si and degree ≤ mi and R(u0, . . . ,un) the differential resultant of P0, . . . ,Pn.
Then a BKK style degree bound is given:

Theorem 1.3 For each i ∈ {0, 1, . . . , n},

deg(R,ui) ≤
s−si∑

k=0

M
(
(Qjl)j 6=i,0≤l≤s−sj ,Qi0, . . . ,Qi,k−1,Qi,k+1, . . . ,Qi,s−si

)

where Qjl is the Newton polytope of (Pj)
(l) as a polynomial in y

[s]
1 , . . . , y

[s]
n and M(S) is the

mixed volume for the polytopes in S.

In principle, the sparse differential resultant can be computed with the characteristic
set method for differential polynomials via symbolic computation [45, 3, 8, 48, 53]. But
in general, differential elimination procedures based on characteristic sets do not have an
elementary complexity bound [20].

Based on the order and degree bounds given in 2) and 6) of Theorem 1.2, a single
exponential algorithm to compute the sparse differential resultant R is proposed. The idea
of the algorithm is to compute R with its order and degree increasing incrementally and to
use linear algebra to find the coefficients of R with the given order and degree. The order
and degree bounds serve as the termination condition. Precisely, we have

Theorem 1.4 With notations introduced in Theorem 1.2, the sparse differential resultant

of P0, . . . ,Pn can be computed with at most O
( (J+n+2)O(l(J+1))mO(l(J+1)(J+n+1))

nn

)
Q-arithmetic

operations, where l =
∑n

i=0(li + 1), m = maxni=0mi, and J =
∑n

i=0 Ji.

From Theorem 1.4, the complexity of this algorithm is single exponential in terms of l, and
J . The sparseness is reflected in the quantity l which is called the size of the system and the
Jacobi number J . Note that even the complexity of computing the algebraic sparse resultant
is single exponential [49, 14]. The algorithm seems to be the first one to eliminate several
variables from nonlinear differential polynomials with a single exponential complexity.

The rest of the paper is organized as follows. In Section 2, preliminary results are
introduced. In Section 3, the sparse differential resultant for Laurent differentially essential
systems is defined. In Section 4, Theorem 1.1 is proved. In Section 5, properties 1) - 5) of
Theorem 1.2 are proved. In Section 6, properties 6) and 7) of Theorem 1.2 and Theorems
1.3 and 1.4 are proved. In Section 7, the paper is concluded and several unsolved problems
for differential sparse resultant are proposed.
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2 Preliminaries

In this section, some basic notations and preliminary results in differential algebra will be
given. For more details about differential algebra, please refer to [45, 29, 3, 48, 16].

2.1 Differential polynomial algebra and Kolchin topology

Let F be a fixed ordinary differential field of characteristic zero, with a derivation operator
δ. An element c ∈ F such that δc = 0 is called a constant of F . In this paper, unless
otherwise indicated, δ is kept fixed during any discussion and we use primes and exponents
(i) to indicate derivatives under δ. Let Θ denote the free commutative semigroup with unit
(written multiplicatively) generated by δ.

A typical example of differential field is Q(x) which is the field of rational functions in a
variable x with δ = d

dx .
Let S be a subset of a differential field G which contains F . We will denote respectively

by F [S], F(S), F{S}, and F〈S〉 the smallest subring, the smallest subfield, the smallest
differential subring, and the smallest differential subfield of G containing F and S. If we
denote Θ(S) to be the smallest subset of G containing S and stable under δ, we have F{S} =
F [Θ(S)] and F〈S〉 = F(Θ(S)). A differential extension field G of F is said to be finitely
generated if G has a finite subset S such that G = F〈S〉.

A subset Σ of a differential extension field G of F is said to be differentially dependent
over F if the set (θα)θ∈Θ,α∈Σ is algebraically dependent over F , and is said to be differentially
independent over F , or to be a family of differential indeterminates over F in the contrary
case. In the case Σ consists of one element α, we say that α is differentially algebraic or
differentially transcendental over F respectively. The maximal subset Ω of G which are
differentially independent over F is said to be a differential transcendence basis of G over
F . We use d.tr.degG/F (see [29, p.105-109]) to denote the differential transcendence degree
of G over F , which is the cardinal number of Ω. Considering F and G as ordinary algebraic
fields, we denote the algebraic transcendence degree of G over F by tr.degG/F .

A homomorphism ϕ from a differential ring (R, δ) to a differential ring (S, δ1) is a dif-
ferential homomorphism if ϕ ◦ δ = δ1 ◦ ϕ. If R0 is a common differential subring of R and
S and the homomorphism ϕ leaves every element of R0 invariant, it is said to be over R0.
If, in addition R is an integral domain and S is a differential field, ϕ is called a differential
specialization of R into S over R0. The following property about differential specialization
will be needed in this paper, which can be proved similarly to Theorem 2.16 in [16].

Lemma 2.1 Let Pi(U,Y) ∈ F〈Y〉{U} (i = 1, . . . ,m) where U = (u1, . . . , ur) and Y =
(y1, . . . , yn) are sets of differential indeterminates. If the set (Pi(U,Y))

(σij ) (i = 1, . . . ,m; j =
1, . . . , ni) are algebraically dependent over F〈U〉, then for any differential specialization U to
U0 ⊂ F over F , (Pi(U

0,Y))(σij )(i = 1, . . . ,m; j = 1, . . . , ni) are algebraically dependent over
F . In particular, if Pi(U,Y) (i = 1, . . . ,m) are differentially dependent over F〈U〉, then for
any differential specialization U to U ⊂ F over F , Pi(U,Y) (i = 1, . . . ,m) are differentially
dependent over F .

A differential extension field E of F is called a universal differential extension field, if
for any finitely generated differential extension field F1 of F in E and any finitely generated
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differential extension field F2 of F1 not necessarily in E , F2 can be embedded in E over F1,
i.e. there exists a differential extension field F3 in E that is differentially isomorphic to F2

over F1. Such a differential universal extension field of F always exists ([29, Theorem 2, p.
134]). By definition, any finitely generated differential extension field of F can be embedded
over F into E , and E is a universal differential extension field of every finitely generated
differential extension field of F . In particular, for any natural number n, we can find in E
a subset of cardinality n whose elements are differentially independent over F . Throughout
the present paper, E stands for a fixed universal differential extension field of F .

Now suppose Y = {y1, y2, . . . , yn} is a set of differential indeterminates over E . For any

y ∈ Y, denote δky by y(k). The elements of F{Y} = F [y
(k)
j : j = 1, . . . , n; k ∈ N] are called

differential polynomials over F in Y, and F{Y} itself is called the differential polynomial ring
over F in Y. A differential polynomial ideal I in F{Y} is an ordinary algebraic ideal which
is closed under derivation, i.e. δ(I) ⊂ I. And a prime (resp. radical) differential ideal is
a differential ideal which is prime (resp. radical) as an ordinary algebraic polynomial ideal.
For convenience, a prime differential ideal is assumed not to be the unit ideal in this paper.

By a differential affine space we mean any one of the sets En (n ∈ N). An element
η = (η1, . . . , ηn) of En will be called a point. Let Σ be a subset of differential polynomials
in F{Y}. A point η = (η1, . . . , ηn) ∈ En is called a differential zero of Σ if f(η) = 0 for any
f ∈ Σ. The set of differential zeros of Σ is denoted by V(Σ), which is called a differential
variety defined over F . The differential varieties in En (resp. the differential varieties in En

that are defined over F) are the closed sets in a topology called the Kolchin topology (resp.
the Kolchin F-topology).

For a differential variety V which is defined over F , we denote I(V ) to be the set of all
differential polynomials in F{Y} that vanish at every point of V . Clearly, I(V ) is a radical
differential ideal in F{Y}. And there exists a bijective correspondence between Kolchin F-
closed sets and radical differential ideals in F{Y}. That is, for any differential variety V
defined over F , V(I(V )) = V and for any radical differential ideal I in F{Y}, I(V(I)) = I.

Similarly as in algebraic geometry, an F-irreducible differential variety can be defined.
And there is a bijective correspondence between F-irreducible differential varieties and prime
differential ideals in F{Y}. A point η ∈ V(I) is called a generic point of a prime ideal
I ⊂ F{Y}, or of the irreducible variety V(I), if for any polynomial P ∈ F{Y} we have
P (η) = 0 ⇔ P ∈ I. It is well known that [45, p.27] a non-unit differential ideal is prime if
and only if it has a generic point.

Let I be a prime differential ideal in F{Y} and ξ = (ξ1, . . . , ξn) a generic point of
I [29, p.19]. The dimension of I or of V(I) is defined to be the differential transcen-
dence degree of the differential extension field F〈ξ1, . . . , ξn〉 over F , that is, dim(I) =
d.tr.degF〈ξ1, . . . , ξn〉/F .

We will conclude this section by introducing some basic concepts in projective differential
algebraic geometry which will be used in Section 5.3. For more details, please refer to [33, 36].
And unless otherwise stated, in the whole paper, we only consider the affine differential case.

For each l ∈ N, consider a projective space P(l) over E . By a differential projective
space we mean any one of the sets P(l) (l ∈ N). Denote z0, z1, . . . , zl to be the homogenous
coordinates. Let I be a differential ideal of F{z} where z = {z0, z1, . . . , zl}. Denote I : z =
{f ∈ F{z}| zjf ∈ I for each j = 0, . . . , l}.
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Definition 2.2 Let I be a differential ideal of F{z}. I is called a differentially homogenous
differential ideal of F{z} if I : z = I and for every P ∈ I and a differential indeterminate
λ over F{z}, P (λz) ∈ F{λ}I in the differential ring F{λ, z}.

Consider a differential polynomial P ∈ E{z} and a point α ∈ P(l). Say that P vanishes
at α, and that α is a zero of P , if P vanishes at λα for every λ in E . For a subset M of P(l),
let I(M ) denote the set of differential polynomials in F{z} that vanishes on M . Let V(S)
denote the set of points of P(l) that are zeros of the subset S of E{z}. And a subset V of
P(l) is called a projective differential F-variety if there exists S ⊂ F{z} such that V = V(S).
There exists a one-to-one correspondence between projective differential varieties and perfect
differentially homogenous differential ideals. And a projective differential F-variety V is F-
irreducible if and only if I(V ) is prime.

Let I be a prime differentially homogenous ideal and ξ = (ξ0, ξ1, . . . , ξl) be a generic point
of I with ξ0 6= 0. Then the differential dimension of V(I) is defined to be the differential
transcendence degree of F〈(ξ−1

0 ξk)1≤k≤l〉 over F .

2.2 Characteristic sets of a differential polynomial system

Let f be a differential polynomial in F{Y}. We define the order of f w.r.t. yi to be the

greatest number k such that y
(k)
i appears effectively in f , which is denoted by ord(f, yi).

And if yi does not appear in f , then we set ord(f, yi) = −∞. The order of f is defined to
be maxi ord(f, yi), that is, ord(f) = maxi ord(f, yi).

A ranking R is a total order over Θ(Y), which is compatible with the derivations over
the alphabet:

1) δθyj > θyj for all derivatives θyj ∈ Θ(Y).
2) θ1yi > θ2yj =⇒ δθ1yi > δθ2yj for θ1yi, θ2yj ∈ Θ(Y).
By convention, 1 < θyj for all θyj ∈ Θ(Y).
Two important kinds of rankings are the following:
1) Elimination ranking: yi > yj =⇒ δkyi > δlyj for any k, l ≥ 0.
2) Orderly ranking: k > l =⇒ δkyi > δlyj, for any i, j ∈ {1, 2, . . . , n}.
Let p be a differential polynomial in F{Y} and R a ranking endowed on it. The greatest

derivative w.r.t. R which appears effectively in p is called the leader of p, which will be
denoted by up or ld(p). The two conditions mentioned above imply that the leader of θp is
θup for θ ∈ Θ. Let the degree of p in up be d. As a univariate polynomial in up, p can be
rewritten as

p = Idu
d
p + Id−1u

d−1
p + · · ·+ I0.

Id is called the initial of p and is denoted by Ip. The partial derivative of p w.r.t. up is
called the separant of p, which will be denoted by Sp. Clearly, Sp is the initial of any proper
derivative of p. The rank of p is udp, and is denoted by rk(p).

Let p and q be two differential polynomials and udp the rank of p. q is said to be partially
reduced w.r.t. p if no proper derivatives of up appear in q. q is said to be reduced w.r.t. p if q
is partially reduced w.r.t. p and deg(q, up) < d. Let A be a set of differential polynomials. A
is said to be an auto-reduced set if each polynomial of A is reduced w.r.t. any other element
of A. Every auto-reduced set is finite.

9



Let A = A1, A2, . . . , At be an auto-reduced set with Si and Ii as the separant and initial
of Ai, and f be any differential polynomial. Then there exists an algorithm, called Ritt’s
algorithm of reduction, which reduces f w.r.t. A to a polynomial r that is reduced w.r.t. A,
satisfying the relation

t∏

i=1

Sdii Ieii · f ≡ r,mod [A],

where di, ei (i = 1, 2, . . . , t) are nonnegative integers. The differential polynomial r is called
the differential remainder of f w.r.t. A.

Let A be an auto-reduced set. Denote HA to be the set of all the initials and separants
of A and H∞

A to be the minimal multiplicative set containing HA. The saturation ideal of A
is defined to be

sat(A) = [A] : H∞
A = {p : ∃h ∈ H∞

A , s.t. hp ∈ [A]}.

An auto-reduced set C contained in a differential polynomial set S is said to be a charac-
teristic set of S, if S does not contain any nonzero element reduced w.r.t. C. A characteristic
set C of an ideal J reduces to zero all elements of J . If the ideal is prime, C reduces to zero
only the elements of J and J = sat(C) ([29, Lemma 2, p.167]) is valid.

In terms of the characteristic set, the cardinal number of the characteristic set of I is
equal to the codimension of I, that is n− dim(I). When I is of codimension one, it has the
following property.

Lemma 2.3 [45, p.45] Let I be a prime differential ideal of codimension one in F{Y}.
Then there exists an irreducible differential polynomial A such that I = sat(A) and {A} is
the characteristic set of I w.r.t. any ranking.

3 Sparse differential resultant for Laurent differential poly-

nomials

In this section, the concepts of Laurent differential polynomials and Laurent differentially
essential systems are first introduced, and then the sparse differential resultant for Laurent
differentially essential systems is defined.

3.1 Laurent differential polynomial

Let F be an ordinary differential field with a derivation operator δ and F{Y} the ring
of differential polynomials in the differential indeterminates Y = {y1, . . . , yn}. Let E be
a universal differential field of F . For any element e ∈ E , e[k] is used to denote the set
{e(i) : i = 0, . . . , k}.

The sparse differential resultant is closely related with Laurent differential polynomials,
which will be defined below.

Definition 3.1 A Laurent differential monomial of order s is a Laurent monomial in vari-

ables Y[s] = (y
(k)
i )1≤i≤n;0≤k≤s. More precisely, it has the form

∏n
i=1

∏s
k=0(y

(k)
i )dik where

dik are integers which can be negative. A Laurent differential polynomial is a finite linear
combination of Laurent differential monomials with coefficients from E.

10



Clearly, the collections of all Laurent differential polynomials form a commutative dif-
ferential ring under the obvious sum, product operations and the usual derivation operator
δ, where all Laurent differential monomials are invertible. We denote the differential ring of
Laurent differential polynomials with coefficients in F by F{y1, y

−1
1 , . . . , yn, y

−1
n }, or simply

by F{Y,Y−1}.

Remark 3.2 F{Y,Y−1} = F{y1, y
−1
1 , . . . , yn, y

−1
n } is only a notation for Laurent differen-

tial polynomial ring. It is not equal to F [y
(k)
i , (y−1

i )(k) : k ≥ 0].

Denote S to be the set of all differential ideals in F{Y,Y−1}, which are finitely generated.
Let m be the set of all differential monomials in Y and T the set of all differential ideals in
F{Y}, each of which has the form

[f1, . . . , fr] :m = {f ∈ F{Y}
∣∣ ∃M ∈m, s.t. M · f ∈ [f1, . . . , fr]}

for arbitrary fi ∈ F{Y}. Now we give a one-to-one correspondence between S and T .
The maps φ : S −→ T and ψ : T −→ S are defined as follows:

• Given any I = [F1, . . . , Fs] ∈ S. Since each Fi ∈ F{Y,Y−1}, we can choose a vector

(M1, . . . ,Ms) ∈ ms such that MiFi ∈ F{Y} (i = 1, . . . , s). We then define φ(I)
△
=

[M1F1, . . . ,MsFs] :m ⊂ F{Y}.

• For any J = [f1, . . . , fr] :m ∈ T , define ψ(J ) = [f1, . . . , fr] in F{Y,Y−1}.

Lemma 3.3 The above maps φ and ψ are well defined. Moreover, φ ◦ ψ = idT and ψ ◦ φ =
idS .

Proof: ψ is obviously well-defined. To show that φ is well-defined, it suffices to show that
given another (N1, . . . , Ns) ∈ m

s with NiFi ∈ F{Y} (i = 0, . . . , n), [M1F1, . . . ,MsFs] : m =
[N1F1, . . . , NsFs] :m follows. It follows directly from the fact thatNiFi ∈ [M1F1, . . . ,MsFs] :
m and MiFi ∈ [N1F1, . . . , NsFs] :m.

For any I = [F1, . . . , Fs] ∈ S, ψ◦φ(I) = ψ([M1F1, . . . ,MsFs] :m) = [M1F1, . . . ,MsFs] =
I ⊂ F{Y,Y−1} where MiFi ∈ F{Y}, since Laurent differential monomials are invertible. So
we have ψ ◦ φ = idS . And for any J = [f1, . . . , fr] :m ∈ T , φ ◦ ψ(J ) = φ([f1, . . . , fr]) = J .
Thus, φ ◦ ψ = idT follows. �

From the above, for a finitely generated Laurent differential ideal I = [F1, . . . , Fs], al-
though φ(I) is unique, different vectors (M1, . . . ,Ms) ∈ m

s can be chosen to give different
representations for φ(I). Now the norm form for a Laurent differential polynomial is intro-
duced to fix the choice of (M1, . . . ,Ms) ∈m

s when we consider φ(I).

Definition 3.4 For every Laurent differential polynomial F ∈ E{Y,Y−1}, there exists a
unique laurent differential monomial M such that 1) M · F ∈ E{Y} and 2) for any Laurent
differential monomial T with T · F ∈ E{Y}, T · F is divisible by M · F as differential
polynomials. This M · F is defined to be the norm form of F , denoted by FN. The order of
FN is defined to be the effective order of F , denoted by Eord(F ). Clearly, Eord(F ) ≤ ord(F ).
And the degree of F is defined to be the degree of FN, denoted by deg(F ).
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In the following, we consider zeros for Laurent differential polynomials.

Definition 3.5 Let E∧ = E\{a ∈ E
∣∣ ∃k ∈ N, s.t. a(k) = 0}. Let F be a Laurent differential

polynomial in F{Y,Y−1}. A point (a1, . . . , an) ∈ (E∧)n is called a non-polynomial differential
zero of F if F (a1, . . . , an) = 0.

It becomes apparent why non-polynomial elements in E∧ are considered as zeros of
Laurent differential polynomials when defining the zero set of an ideal. If F ∈ I, then

(y
(k)
i )−1F ∈ I for any positive integer k, and in order for (y

(k)
i )−1F to be meaningful, we

need to assume y
(k)
i 6= 0. We will see later in Example 3.21, how non-polynomial solutions

are naturally related with the sparse differential resultant.

3.2 Definition of sparse differential resultant

In this section, the definition of the sparse differential resultant will be given. Since the study
of sparse differential resultants becomes more transparent if we consider not individual dif-
ferential polynomials but differential polynomials with indeterminate coefficients, the sparse
differential resultant for Laurent differential polynomials with differential indeterminate co-
efficients will be defined first. Then the sparse differential resultant for a given Laurent
differential polynomial system with concrete coefficients is the value which the resultant in
the generic case assumes for the given case.

Suppose Ai = {Mi0,Mi1, . . . ,Mili} (i = 0, 1, . . . , n) where Mik =
∏n

j=1

∏si
l=0(y

(l)
j )dikjl ,

(Y[si])αik is a Laurent differential monomial of order si with exponent vector αik ∈ Zn(si+1)

and for k1 6= k2, αik1 6= αik2 . Consider n+1 generic Laurent differential polynomials defined
over Ai (i = 0, 1, . . . , n):

Pi =

li∑

k=0

uikMik (i = 0, . . . , n), (2)

where all the uik are differentially independent over Q. The set of exponent vectors Si =
{αik : k = 0, . . . , li} is called the support of Pi. The number |Si| = li + 1 is called the size of
Pi. Note that si is the order of Pi and an exponent vector of Pi contains n(si +1) elements.
Denote

ui = (ui0, ui1, . . . , uin) (i = 0, . . . , n) and u = {uik : i = 0, . . . , n; k = 1, . . . , li}. (3)

To avoid the triviality, li ≥ 1 (i = 0, . . . , n) are always assumed in this paper.

Definition 3.6 A set of Laurent differential polynomials of form (2) is called a Laurent
differentially essential system if there exist ki (i = 0, . . . , n) with 1 ≤ ki ≤ li such that

d.tr.degQ〈
M0k0
M00

,
M1k1
M10

, . . . ,
Mnkn

Mn0
〉/Q = n. In this case, we also say that A0, . . . ,An or S0, . . . ,

Sn form a Laurent differentially essential system.

Although Mi0 are used as denominators to define differentially essential system, the
following lemma shows that the definition does not depend on the choices of Mi0.

Lemma 3.7 The following two conditions are equivalent.
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1. There exist k0, . . . , kn with 1 ≤ ki ≤ li such that d.tr.degQ〈
M0k0
M00

, . . . ,
Mnkn

Mn0
〉/Q = n.

2. There exist pairs (ki, ji) (i = 0, . . . , n) with ki 6= ji ∈ {0, . . . , li} such that

d.tr.degQ〈
M0k0
M0j0

, . . . ,
Mnkn

Mnjn
〉/Q = n.

Proof: 1)=⇒ 2) is trivial.
Now suppose 2) holds. Fix the n+1 pairs (ki, ji), and without loss of generality, suppose

M1k1
M1j1

, . . . ,
Mnkn

Mnjn
are differentially independent over Q. We need to show 1) holds. Suppose

the contrary. Then we know that for any mi ∈ {1, . . . , li},
M1m1
M10

, . . . , Mnmn

Mn0
are differentially

dependent over Q. Since
Miki

Miji

=
Miki

Mi0

/Miji

Mi0
, it follows that

Miki

Miji

(i = 1, . . . , n) are differentially

dependent over Q, which is a contradiction. �

Let [P0, . . . ,Pn] be the differential ideal in Q{Y,Y−1;u0, . . . ,un} generated by Pi. By
Lemma 3.3, [P0, . . . ,Pn] correspondents to [PN

0 , . . . ,P
N
n ] :m ⊂ Q{Y;u0, . . . ,un} in a unique

way. Moreover, we have the following lemma.

Lemma 3.8 [P0, . . . ,Pn] ∩Q{u0, . . . ,un} = ([PN
0 , . . . ,P

N
n ] :m)∩Q{u0, . . . ,un}.

Proof: Denote PN
i = MiPi (i = 0, . . . , n) where Mi are Laurent differential monomials. It

is obvious that the right elimination ideal is contained in the left one. For the other direc-
tion, let G be any element in the left ideal. Then there exist Hij ∈ Q{Y,Y−1;u0,. . . ,un}

such that G =
∑

i,jHijP
(j)
i . So G =

∑
i,jHij

(PN
i

Mi

)(j)
=

∑
i,j H̃ij

(
PN
i

)(j)
with H̃ij ∈

Q{Y,Y−1;u0, . . . ,un}. Thus, there exists an M ∈ m such that MG ∈ [PN
0 , . . . ,P

N
n ] and

G ∈ ([PN
0 , . . . ,P

N
n ] :m) ∩Q{u0, . . . ,un} follows. �

In the whole paper, when talking about prime differential ideals, it is assumed that they
are distinct from the unit differential ideal. The following result is the foundation for defining
the sparse differential resultant.

Theorem 3.9 Let P0, . . . ,Pn be Laurent differential polynomials defined in (2). Then the
following assertions hold.

• ([PN
0 , . . . ,P

N
n ] :m) is a prime differential ideal in Q{Y,u0, . . . ,un}.

• ([PN
0 , . . . ,P

N
n ] : m) ∩Q{u0, . . . ,un} is of codimension 1 if and only if P0, . . . ,Pn form

a Laurent differentially essential system.

Proof: Let η = (η1, . . . , ηn) be a generic point of [0] over Q〈u〉, where u is defined in (3). Let

ζi = −
li∑

k=1

uik
Mik(η)

Mi0(η)
(i = 0, 1, . . . , n). (4)

Then we claim that θ = (η1, . . . , ηn; ζ0, u01, . . . , u0l0 ; . . . ; ζn, un1, . . . , unln) is a generic point
of ([PN

0 , . . . ,P
N
n ] :m), which follows that ([PN

0 ,P
N
1 , . . . ,P

N
n ] :m) is a prime differential ideal.

Denote PN
i = MiPi (i = 0, . . . , n) where where Mi are Laurent differential monomials.

Clearly, PN
i = MiPi vanishes at θ (i = 0, . . . , n). For any f ∈ ([PN

0 ,P
N
1 , . . . ,P

N
n ] : m),
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there exists an M ∈ m such that Mf ∈ [PN
0 ,P

N
1 , . . . ,P

N
n ]. It follows that f(θ) = 0. Con-

versely, let f be any differential polynomial in Q{Y,u0, . . . ,un} satisfying f(θ) = 0. Clearly,
PN
0 ,P

N
1 , . . . ,P

N
n constitute an autoreduced set with ui0 as leaders. Let f1 be the differential

remainder of f w.r.t. this autoreduced set. Then f1 is free from ui0 (i = 0, . . . , n) and there
exist ki ≥ 0 such that

∏n
i=0(MiMi0)

ki · f ≡ f1,mod [PN
0 ,P

N
1 , . . . ,P

N
n ]. Clearly, f1(θ) = 0.

Since f1 ∈ Q{u,Y}, f1 = 0. Thus, f ∈ [PN
0 ,P

N
1 , . . . ,P

N
n ] : m. So [PN

0 ,P
N
1 , . . . ,P

N
n ] : m is a

prime differential ideal with θ as its generic point.
Consequently, ([PN

0 ,P
N
1 , . . . ,P

N
n ] : m) ∩ Q{u0, . . . ,un} is a prime differential ideal with

a generic point ζ = (ζ0, u01, . . . , u0l0 ; . . . ; ζn, un1, . . . , unln). From (4), it is clear that
d.tr.degQ〈ζ〉/Q ≤

∑n
i=0 li + n. If there exist pairs (ik, jk) (k = 1, . . . , n) with 1 ≤ jk ≤ lik

and ik1 6= ik2 (k1 6= k2) such that
Mi1j1
Mi10

, . . . ,
Minjn

Min0
are differentially independent over Q,

then by Lemma 2.1, ζi1 , . . . , ζin are differentially independent over Q〈u〉. It follows that
d.tr.degQ〈ζ〉/Q =

∑n
i=0 li +n. Thus, ([PN

0 ,P
N
1 , . . . ,P

N
n ] :m)∩Q{u0, . . . ,un} is of codimen-

sion 1.
Conversely, assume that ([PN

0 ,P
N
1 , . . . ,P

N
n ] : m) ∩ Q{u0, . . . ,un} is of codimension 1.

That is, d.tr.degQ〈ζ〉/Q =
∑n

i=0 li + n. We want to show that there exist pairs (ik, jk)

(k = 1, . . . , n) with 1 ≤ jk ≤ lik and ik1 6= ik2 (k1 6= k2) such that
Mi1j1
Mi10

, . . . ,
Minjn

Min0
are

differentially independent over Q. Suppose the contrary, i.e.,
Mi1j1

(η)

Mi10
(η) , . . . ,

Minjn (η)
Min0(η)

are dif-

ferentially dependent for any n different ik and jk ∈ {1, . . . , lik}. Since each ζik is a linear

combination of
Mikjk

(η)

Mik0(η)
(jk = 1, . . . , lik), it follows that ζi1 , . . . , ζin are differentially de-

pendent over Q〈u〉. Thus, we have d.tr.degQ〈ζ〉/Q <
∑n

i=0 li + n, a contradiction to the
hypothesis. �

Combining Lemma 3.8 and Theorem 3.9, we have

Corollary 3.10 [P0,P1, . . . ,Pn]∩Q{u0, . . . ,un} is a prime differential ideal of codimension
one if and only if {Pi : i = 0, . . . , n} is a Laurent differentially essential system.

Now suppose {P0, . . . ,Pn} is a Laurent differentially essential system. Denote the differen-
tial ideal [P0,P1, . . . ,Pn]∩Q{u0, . . . ,un} by I. Since I is of codimension one, by Lemma 2.3,
there exists an irreducible differential polynomial R(u;u00, . . . , un0) = R(u0, . . . ,un) ∈
Q{u0, . . . ,un} such that

[P0,P1, . . . ,Pn] ∩Q{u0, . . . ,un} = sat(R) (5)

where sat(R) is the saturation ideal of R. More explicitly, sat(R) is the whole set of differ-
ential polynomials having zero differential remainders w.r.t. R under any ranking endowed
on u0, . . . ,un.

Now the definition of sparse differential resultant is given as follows:

Definition 3.11 R(u0, . . . ,un) ∈ Q{u0, . . . ,un} in (5) is defined to be the sparse differen-
tial resultant of the Laurent differentially essential system P0, . . . ,Pn, denoted by ResA0,...,An

or ResP0,...,Pn. And when all the Ai are equal to the same A, we simply denote it by ResA.

From the proof of Theorem 3.9 and equation (5), R has the following useful property.
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Corollary 3.12 Let R(u0, . . . ,un) be the sparse differential resultant of P0,P1, . . . ,Pn. Then
sat(R) ⊂ Q{u0, . . . ,un} is a prime differential ideal with a generic zero (u; ζ0, . . . , ζn), where
ζi are defined in (4).

We give five examples which will be used throughout the paper.

Example 3.13 Let n = 2 and Pi has the form

Pi = ui0y
′′
1 + ui1y

′′′
1 + ui2y

′′′
2 (i = 0, 1, 2).

It is easy to show that y′′′1 /y
′′
1 and y′′′2 /y

′′
1 are differentially independent over Q. Thus,

P0,P1,P2 form a Laurent differentially essential system. The sparse differential resultant
is

R = ResP0,P1,P2 =

∣∣∣∣∣∣

u00 u01 u02
u10 u11 u12
u20 u21 u22

∣∣∣∣∣∣
.

Pay attention to the fact that R does not belong to the differential ideal generated by Pi in
Q{Y;u0, . . . ,un} because each Pi is homogenous in y′′1 , y

′′′
1 , y

′′′
2 and R does not involve Y.

That is why we use the ideal ([P0,P1,P2] : m) ⊂ Q{Y;u0, . . . ,un} rather than [P0,P1,P2] ⊂
Q{Y;u0, . . . ,un} in Theorem 3.9. Of course, R does belong to [P0, . . . ,Pn] when regarded as
a differential ideal of the Laurent differential polynomial ring Q{Y,Y−1;u0, . . . ,un}.

The following example shows that for a Laurent differentially essential system, its sparse
differential resultant may not involve the coefficients of some Pi.

Example 3.14 Let n = 2 and Pi has the form

P0 = u00 + u01y1y
′
1, P1 = u10 + u11y1, P2 = u10 + u11y

′
2.

Clearly, P0,P1,P2 form a Laurent differentially essential system. And the sparse differential
resultant of P0,P1,P2 is

R = u01u10(u11u
′
10 − u10u

′
11) + u00u

3
11,

which is free from the coefficients of P2.

Example 3.15 Let A0 = {1, y1y2}, A1 = {1, y1y
′
2} and A2 = {1, y′1y

′
2}. It is easy to

verify that A0,A1,A2 form a Laurent differentially essential system. And ResA0,A1,A2 =
u10u01u21u11u

′
00 − u10u00u11u21u

′
01 − u201u21u

2
10 − u01u00u

2
11u20.

Example 3.16 Let n = 1 and A0 = A1 = {y21, (y
′
1)

2, y1y
′
1}. Clearly, A0,A1 form a Laurent

differentially essential system and ResA = u211u
2
00− 2u01u10u11u00+u

2
01u

2
10−u12u02u11u00−

u12u02u01u10 + u212u01u00 + u10u11u
2
02.

Example 3.17 Let n = 1 and A0 = A1 = {y1, y
′
1, y

2
1}. Clearly, A0,A1 form a Laurent

differentially essential system and ResA = −u12u01u00u10 − u12u
2
01u

′
10 + u12u01u

′
11u00 +

u12u01u11u
′
00−u11u02u00u10+u11u02u

′
10u01+u02u01u

2
10−u

2
11u02u

′
00+u11u02u

′
01u10+u11u

2
00u12

+u211u
′
02u00 − u11u

′
02u01u10 − u11u01u

′
12u00 + u201u

′
12u10 − u11u

′
01u12u00 − u′11u02u01u10.
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Remark 3.18 When all the Ai (i = 0, . . . , n) are sets of differential monomials, unless
explicitly mentioned, we always consider Pi as Laurent differential polynomials. But when we
regard Pi as differential polynomials, ResA0,...,An is also called the sparse differential resultant
of the differential polynomials Pi. In this paper, sometimes we regard Pi as differential
polynomials where we will highlight it.

We now define the sparse differential resultant for any set of specific Laurent differential
polynomials over a Laurent differentially essential system. For any finite set A of Laurent
differential monomials, denote by L(A) the set of Laurent differential polynomials of the
form

∑
M∈A aMM where aM ∈ E . Then L(A) can be considered as the affine space E l or

the projective space P(l − 1) over E where l = |A|.

Definition 3.19 Let Ai = {Mi0,Mi1, . . . ,Mili} (i = 0, 1, . . . , n) be finite sets of Laurent
differential monomials which form a Laurent differentially essential system. Consider n+ 1
Laurent differential polynomials (F0, F1, . . . , Fn) ∈

∏n
i=0L(Ai). The sparse differential resul-

tant of F0, F1, . . . , Fn, denoted as ResF0,...,Fn, is obtained by replacing ui by the corresponding
coefficient vector of Fi in Res(u0, . . . ,un) which is the sparse differential resultant of the n+1
generic Laurent differential polynomials in (2).

We will show in the next Section 3.3 that the sparse differential resultant ResF0,...,Fn = 0
will approximately measure whether or not the the over-determined equation system Fi =
0 (i = 0, . . . , n) have a common non-polynomial solution.

3.3 Necessary and sufficient condition for existence of non-polynomial so-

lutions

In the algebraic case, the resultant gives a necessary and sufficient condition for a system of
homogenous polynomials to have common solutions. We will show that this is also true for
sparse differential resultants in certain sense.

To be more precise, we first introduce some notations. Let A0, . . . ,An be a Laurent
differentially essential system of monomial sets. Each element (F0, . . . , Fn) ∈ L(A0)× · · · ×
L(An) can be represented by one and only one point (v0, . . . ,vn) ∈ E l0+1 × · · · × E ln+1

where vi = (vi0, vi1, . . . , vili) is the coefficient vector of Fi
1. Let Z0(A0, . . . ,An) be the

subset of E l0+1 × · · · × E ln+1 consisting of points (v0, . . . ,vn) such that the corresponding
Fi = 0 (i = 0, . . . , n) have non-polynomial common solutions. That is,

Z0(A0, . . . ,An) = {(v0, . . . ,vn) ∈ E l0+1 × · · · × E ln+1 : F0 = · · · = Fn = 0 have

a common non-polynomial solution in (E∧)n}. (6)

The following result shows that the vanishing of sparse differential resultant gives a necessary
condition for the existence of non-polynomial solutions.

Lemma 3.20 Z0(A0, . . . ,An) ⊆ V
(
sat(ResA0,...,An)

)
.

1Here, we can also consider the differential projective space P(li) over E
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Proof: Let P0, . . . ,Pn be a generic Laurent differentially essential system corresponding to
A0, . . . ,An with coefficient vectors u0, . . . ,un. By (5), [P0,P1, . . . ,Pn] ∩ Q{u0, . . . ,un} =
sat(ResA0,...,An). For any point (v0, . . . ,vn) ∈ Z0(A0, . . . ,An), let (P0, . . . ,Pn) ∈ L(A0) ×
· · · ×L(An) be the differential polynomial system represented by (v0, . . . ,vn). Let G be any
differential polynomial in sat(ResA0,...,An). Then G(v0, . . . ,vn) ∈ [P0, . . . ,Pn] ⊂ E{Y,Y−1}.
Since P0, . . . ,Pn have a non-polynomial common zero, G(v0, . . . ,vn) should be zero. Thus,
sat(ResA0,...,An) vanishes at (v0, . . . ,vn). �

Example 3.21 Continue from Example 3.13. Suppose F = Q(x) and δ = d
dx . In this

example, we have ResP0,P1,P2 6= 0. But y1 = c11x + c10, y2 = c22x
2 + c21x + c20 consist of a

non-zero solution of P0 = P1 = P2 = 0 where cij are distinct arbitrary constants. This shows
that Lemma 3.20 is not correct if we do not consider non-polynomial solutions. This example
also shows why we need to consider non-polynomial differential solutions, or equivalently why
we consider Laurent differential polynomials instead of usual differential polynomials.

Let Z0(A0, . . . ,An) be the Kolchin differential closure of Z0(A0, . . . ,An) in E l0+1× · · ·×
E ln+1. Then we have the following theorem which gives another characterization for the
sparse differential resultant.

Theorem 3.22 Suppose the Laurent differential monomial sets Ai (i = 0, . . . , n) form a
Laurent differentially essential system. Then Z(A0, . . . ,An) = V

(
sat(ResA0,...,An)

)
.

Proof: Firstly, by Lemma 3.20, Z0(A0, . . . ,An) ⊆ V
(
sat(ResA0,...,An)

)
. So Z(A0, . . . ,An) =

Z0(A0, . . . ,An) ⊆ V
(
sat(ResA0,...,An)

)
.

For the other direction, follow the notations in the proof of Theorem 3.9. By Theo-
rem 3.9, [PN

0 , . . . ,P
N
n ] : m is a prime differential ideal with a generic point (η, ζ) where

η = (η1, . . . , ηn) is a generic point of [0] over Q〈(uik)i=0,...,n;k 6=0〉 and ζ = (ζ0, u01, . . . ,
u0l0 ; . . . ; ζn, un1, . . . , unln). Let (F0, . . . , Fn) ∈ L(A0) × · · · × L(An) be a set of Laurent
differential polynomials represented by ζ. Clearly, η is a non-polynomial solution of Fi = 0.
Thus, ζ ∈ Z0(A0, . . . ,An) ⊂ Z(A0, . . . ,An). By Corollary 3.12, ζ is a generic point of
sat(ResA0,...,An). It follows that V

(
sat(ResA0,...,An)

)
⊆ Z(A0, . . . ,An). As a consequence,

V
(
sat(ResA0,...,An)

)
= Z(A0, . . . ,An). �

The above theorem shows that the sparse differential resultant gives a sufficient and
necessary condition for a differentially essential system to have non-polynomial solutions
over an open set of

∏n
i=0 L(Ai) in the sense of Kolchin topology.

With Theorem 3.22, property 3) of Theorem 1.2 is proved.

4 Criterion for Laurent differentially essential system in terms

of supports

Let Ai (i = 0, . . . , n) be finite sets of Laurent differential monomials. According to Defini-
tion 3.6, in order to check whether they form a Laurent differentially essential system, we need
to check whether there exist Miki ,Miji ∈ Ai(i = 0, . . . , n) such that d.tr.degQ〈M0k0/M0j0 ,
. . . ,Mnkn/Mnjn〉/Q = n. This can be done with the differential characteristic set method
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via symbolic computation [45, 3, 48, 16]. In this section, a criterion will be given to check
whether a Laurent differential system is essential in terms of their supports, which is con-
ceptually and computationally simpler than the naive approach based on the characteristic
set method.

4.1 Sets of Laurent differential monomials in reduced and T-shape forms

In this section, two types of Laurent differential monomial sets are introduced, whose differ-
ential transcendence degrees are easy to compute.

Let B1, B2, . . . , Bm bem Laurent differential monomials, whereBi =
∏n

j=1

∏
k≥0(y

(k)
j )dijk .

For each j ∈ {1, . . . , n}, let qj = maxmi=1ord(Bi, yj). Let x1, . . . , xn be new algebraic indeter-
minates and

dij =

qj∑

k=0

dijkx
k
j (i = 1, . . . ,m, j = 1, . . . , n)

univariate polynomials in Z[xj] respectively. If ord(Bi, yj) = −∞, then dij = 0 and we
denote deg(dij , xj) = −∞. The vector (di1, di2, . . . , din) is called the symbolic support vector
of Bi. The following m× n matrix

M =




d11 d12 . . . d1n
d21 d22 . . . d2n

. . .

dm1 dm2 . . . dmn




is called the symbolic support matrix of B1, . . . , Bm.
Note that there is a one-to-one correspondence between Laurent differential monomials

and their symbolic support vectors, so we will not distinguish these two concepts if there is
no confusion. The same is true for a set of Laurent differential monomials and its symbolic
support matrix.

Definition 4.1 A set of Laurent differential monomials B1, B2, . . . , Bm or its symbolic sup-
port matrix M is called reduced if for each i ≤ min(m,n), −∞ 6= ord(Bi, yi) > ord(Bi+k, yi),
or equivalently −∞ 6= deg(dii, xi) > deg(di+k,i, xi), holds for all k > 0.

Note that a reduced symbolic support matrix is always of full rank since the term
∏min(m,n)

i=1 x
ord(Bi,yi)
i will appear effectively in the determinant of the min(m,n)-th principal

minor when expanded.

Example 4.2 Let B1 = y21y
′′
1y

′
2, B2 = y31(y

′
2)

2y3(y
′
3)

2, B3 = y′1y
′
3. Then q1 = 2, q2 = 1, q3 =

1, and

M =




x21 + 2 x2 0
3 2x2 2x3 + 1
x1 0 x3




is reduced.

Before giving the property of reduced symbolic support matrices, the following simple
result about the differential transcendence degree will be proved.
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Lemma 4.3 For η1, η2 in an extension field of Q, d.tr.degQ〈ηa11 , η
a2
1 η2〉/Q = d.tr.degQ〈η1,

η2〉/Q, where a1, a2 are non-zero rational numbers.

Proof: For any non-zero integer p, we have

d.tr.degQ〈η1, η2〉/Q = d.tr.degQ〈η1, η2〉/Q〈ηp1 , η2〉+ d.tr.degQ〈ηp1 , η2〉/Q
= d.tr.degQ〈ηp1 , η2〉/Q.

So for each a ∈ Q\{0}, d.tr.degQ〈ηa1 , η2〉/Q = d.tr.degQ〈η1, η2〉/Q. Let ai = pi/qi (i = 1, 2)
where pi, qi are non-zero integers. Then,

d.tr.degQ〈ηa11 , η
a2
1 η2〉/Q = d.tr.degQ〈η

1/q2
1 , η

p2/q2
1 η2〉/Q

= d.tr.degQ〈η
1/q2
1 , η2〉/Q (for Q〈η

1/q2
1 , η

p2/q2
1 η2〉 = Q〈η

1/q2
1 , η2〉)

= d.tr.degQ〈η1, η2〉/Q.

�

Theorem 4.4 Let B1, B2, . . . , Bm be m reduced Laurent differential monomials in Y. Then
d.tr.degQ〈B1, B2, . . . , Bm〉/Q = min(m,n).

Proof: It suffices to prove the case m = n by the following two facts. In the case m > n, we
need only to prove that B1, . . . , Bn are differentially independent. And in the case m < n, we
can treat ym+1, . . . , yn as parameters, then B1, B2, . . . , Bm are still reduced Laurent differen-
tial monomials. So if we have proved the result for m = n, d.tr.degQ〈B1, B2, . . . , Bm〉/Q ≥
d.tr.degQ〈ym+1, . . . , yn〉〈B1, B2, . . . , Bm〉/Q〈ym+1, . . . , yn〉 = m follows.

Since B1, B2, . . . , Bn are reduced, we have oi = ord(Bi, yi) ≥ 0 for i ≤ n. In this proof, a
Laurent differential monomial will be treated as an algebraic Laurent monomial, or simply
a monomial. Furthermore, the lex order between two monomials induced by the following
variable order will be used.

y1 > y′1 > · · · > y
(o1−1)
1

> y2 > y′2 > · · · > y
(o2−1)
2

> · · ·

> yn > y′n > · · · > y(on−1)
n > y(on)n > y(on+1)

n > · · ·

> y
(on−1)
n−1 > y

(on−1+1)
n−1 > · · ·

> · · ·

> y
(o1)
1 > y

(o1+1)
1 > · · · .

Under this ordering, we claim that the leading monomial of δtBi (1 ≤ i ≤ n, t ∈ N) is

LMit =
Bi∗y

(oi+t)
i

y
(oi)
i

. Here by leading monomial, we mean the monomial with the highest

order appearing effectively in a polynomial. Let Bi = Ni(y
(oi)
i )Di (1 ≤ i ≤ n). If Ni =
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1, then the monomials of δtBi is of the form
∏t

k=0(y
(oi+k)
i )sk , where s0, . . . , st are non-

negative integers such that
∑t

k=0 sk = Di and
∑t

k=1 ksk = t. Among these monomials, if

sk > 0 for some 1 ≤ k ≤ t − 1, then s0 is strictly less than Di − 1 and
∏t

k=0(y
(oi+k)
i )sk <

(y
(oi)
i )Di−1y

(oi+t)
i =

Bi∗y
(oi+t)
i

y
(oi)
i

follows. Hence, in the case Ni = 1, the claim holds. Now

suppose Ni 6= 1, then it is a product of variables with lex order larger than y
(oi)
i . Then

δtBi =
∑t

k=0

(t
k

)
δkNiδ

t−k(y
(oi)
i )Di . If k = 0, then similar to the case Ni = 1, we can show

that the highest monomial in Niδ
t(y

(oi)
i )Di is Ni(y

(oi)
i )Di−1y

(oi+t)
i . For each k > 0, δkNi < Ni

and δkNiδ
t−k(y

(oi)
i )Di < Ni(y

(oi)
i )Di−1y

(oi+t)
i =

Bi∗y
(oi+t)
i

y
(oi)
i

. Hence, the leading monomial of

δtBi is Ni(y
(oi)
i )Di−1y

(oi+t)
i =

Bi∗y
(oi+t)
i

y
(oi)
i

.

We claim that these leading monomials LMit =
Bi∗y

(oi+t)
i

y
(oi)
i

(i = 1, . . . ,m; t ≥ 0) are alge-

braically independent over Q. We prove this claim by showing that the algebraic transcen-
dence degree of these monomials are the same as the number of monomials for any fixed t. Let

Yi = [yi, y
′
i, . . . , y

(oi−1)
i ], Y ∗

i = [y
(oi+t+1)
i , . . . , y

(qi+t)
i ], Bit = [Bi, LMi1, . . . , LMit] for 1 ≤ i ≤

n. We denote by BYi = (y
(oi)
i )Di , BYit = [(y

(oi)
i )Di , (y

(oi)
i )Di−1y

(oi+1)
i , . . . , (y

(oi)
i )Di−1y

(oi+t)
i ]

for 1 ≤ i ≤ n. Then, by Lemma 4.3, we have

n(t+ 1) ≥ tr.degQ(B1t, B2t, . . . , Bnt)/Q
≥ tr.degQ1(B1t, B2t, . . . , Bnt)/Q1

= tr.degQ1(BY1t, BY2t, . . . , BYnt)/Q1

= n(t+ 1)

where Q1 = Q(Y1, . . . , Yn, Y
∗
1 , . . . , Y

∗
n ). Hence, this claim is proved.

Now, we prove that B1, . . . , Bn are differentially independent over Q. Suppose the
contrary, then there exists a nonzero differential polynomial P ∈ Q{z1, . . . , zn} such that
P (B1, . . . , Bn) = 0. Let P =

∑
k ckPk, where Pk is a monomial and ck ∈ Q\{0}. Then, the

leading monomial of Pk(B1, . . . , Bn) is a product of LMit (i = 1, . . . , n; t ≥ 0). We denote
this product by LMPk, then LMPk 6= LMPj for k 6= j since these LMit are algebraically
independent. But there exists one and only one product which has the highest order, which
can not be eliminated by the others, which means that P (B1, . . . , Bn) 6= 0, a contradiction.

�

In general, we cannot reduce a symbolic support matrix to a reduced one. But, in the
next section, we will show that any symbolic support matrix can be reduced to T-shape to
be defined below.

Definition 4.5 A set of Laurent differential monomials B1, . . . , Bm or their symbolic sup-
port matrix M is said to be in T-shape with index (i, j), if there exist 1 ≤ i ≤ min(m,n), 0 ≤
j ≤ min(m,n)−i such that all elements except those in the first i rows and the i+1, . . . , (i+j)-
th columns of M are zeros and the sub-matrix consisting of the first i + j columns of M is
reduced. The zero sub-matrix (Z1, Z2) in Figure 1 is called the zero sub-matrix of M .

In Figure 1, an illustrative form of a matrix in T-shape is given, where the sub-matrices
M1 and M2 of the matrix are reduced ones. It is easy to see that M1 must be an i× i square
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MC2
M1

M2Z1 Z2

Figure 1: A T-shape Matrix

matrix. Since the first i + j columns of a T-shape matrix M is a reduced sub-matrix, we
have

Lemma 4.6 The rank of a T-shape matrix with index (i, j) equals to i+ j. Furthermore, a
T-shape matrix is reduced if and only if it is of full rank, that is, i+ j = min (m,n).

For a zero matrix S with k rows and l columns whose elements are zeros, we define its
0-rank to be k + l. A T-shape matrix M is not of full rank if and only if i+ j < min(m,n).
As a consequence, we have

Lemma 4.7 A T-shape matrix of index (i, j) is not of full rank if and only if its zero sub-
matrix is an (m− i)× (n− j) zero matrix with 0-rank m+ n− i− j ≥ max(m,n) + 1.

The differential transcendence degree of m Laurent differential monomials in T-shape
can be easily determined, as shown by the following result.

Theorem 4.8 Let B1, . . . , Bm be m Laurent differential monomials and M their symbolic
support matrix which is in T-shape with index (i, j). Then d.tr.deg Q〈B1, B2, . . . , Bm〉/Q =
rk(M) = i+ j.

Proof: Since M is a T-shape matrix with index (i, j), by Lemma 4.6, the rank of M is i+ j.
Deleting the zero columns of the symbolic support matrix of Bi+1, . . . , Bm, we can get

a reduced matrix. By Theorem 4.4, we have d.tr.degQ〈Bi+1, . . . , Bm〉/Q = j. Since the
symbolic support matrix of B1, . . . , Bi is also a reduced one, by Theorem 4.4, we have
d.tr.degQ〈B1, . . . , Bi〉/Q = i. Hence,

d.tr.degQ〈B1, . . . , Bm〉/Q = d.tr.degQ〈B1, . . . , Bm〉/Q〈Bi+1, . . . , Bm〉
+d.tr.degQ〈Bi+1, . . . , Bm〉/Q

≤ d.tr.degQ〈B1, . . . , Bi〉/Q + j
= i+ j.

On the other hand, if we treat yi+1, . . . , yi+j and their derivatives as parameters, the
symbolic support matrix of B1, . . . , Bi is also a reduced one and the rank of this matrix
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is i. By Theorem 4.4, we have d.tr.degQ〈yi+1, . . . , yi+j〉〈B1, . . . , Bi〉/Q〈yi+1, . . . , yi+j〉 =
i. Since Bi+1, . . . , Bm are monomials in yi+1, . . . , yi+j (see Figure 1), Q〈Bi+1, . . . , Bm〉 ⊂
Q〈yi+1, . . . , yi+j〉. Hence,

d.tr.degQ〈B1, . . . , Bm〉/Q = d.tr.degQ〈B1, . . . , Bm〉/Q〈Bi+1, . . . , Bm〉
+d.tr.degQ〈Bi+1, . . . , Bm〉/Q

≥ d.tr.degQ〈yi+1, . . . , yi+j〉〈B1, . . . , Bi〉/Q〈yi+1, . . . , yi+j〉+ j
= i+ j.

Thus, d.tr.degQ〈B1, . . . , Bm〉/Q = rk(M) = i+ j. �

4.2 An algorithm to reduce Laurent differential monomials to T-shape

In this section, an algorithm is given to reduce any set of Laurent differential monomials to
a set of Laurent differential monomials in T-shape, which has the same differential transcen-
dence degree with the original one.

First, we will define the transformations that will be used to reduce any symbolic support
matrix to a T-shape one. A Q-elementary transformation for a matrix M consists of two
types of matrix row operations and one type of matrix column operations. To be more
precise, Type 1 operations consist of interchanging two rows ofM ; Type 2 operations consist
of adding a rational number multiple of one row to another; and Type 3 operations consist
of interchanging two columns.

Let B1, . . . , Bm be Laurent differential monomials and M their symbolic support ma-
trix. Then Q-elementary transformations of M correspond to certain transformations of the
monomials. Indeed, interchanging the i-th and the j-th rows of M means interchanging Bi

and Bj , and interchanging the i-th and the j-th columns ofM means interchanging yi and yj
in B1, . . . , Bm(or in the variable order). Multiplying the i-th row of M by a rational number
r and adding the result to the j-th row means changing Bj to Br

iBj.

Lemma 4.9 Let B1, . . . , Bm be Laurent differential monomials and C1, . . . , Cm obtained by a
series of Q-elementary transformations from B1, . . . , Bm. Then d.tr.degQ〈B1, . . . , Bm〉/Q =
d.tr.degQ〈C1, . . . , Cm〉/Q.

Proof: It is a direct consequence of Lemma 4.3. �

Now, an algorithm RDM(M) will be given to reduce a given symbolic support matrix
to a T-shape matrix by a series of Q-elementary transformations. We sketch the algorithm
below. Note that we still denote byM the matrix obtained by Q-elementary transformations
from M . We assume that m ≤ n and hence p = max(m,n) = n. The case m > n can be
shown similarly.

Let N be a sub-matrix of M . Then the complementary matrix of N in M is the sub-
matrix of M from which all the rows and columns associated with N have been removed.

The algorithm consists of three major steps. In the first step, a procedure similar to the
Gauss elimination will be used to construct a reduced square sub-matrix R of M such that
the complementary matrix of R in M is a zero matrix. Precisely, choose a column of M , say
the first column, which contains at least one non-zero element. Then, choose an element,
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say d11, of this column, which has the largest degree among all elements in the same column.
If there exists a di1, i > 1 such that deg(di1) = deg(d11), then replace dij by dij −

ai
a1
d1j

for j = 1, . . . , n, where ai, a1 are the leading coefficients of di1, d11 respectively. This is a
Q-elementary transformation of Type 2. Repeat the above procedure until the first column
is in reduced form, that is deg(di1) < deg(d11) for i = 2, . . . , n. Consider the lower-right
(m − 1) × (n − 1) sub-matrix N of M and repeat the above procedure for N . In this way,
we will obtain a reduced square matrix whose complementary matrix is a zero matrix Z in
the lower-right corner of M .

In the second step, a recursive procedure is used to construct a reduced form of M . Let
the zero matrix Z obtained above be an i× j matrix. Denote r = i+ j to be the 0-rank of
it. If j = n, the last i rows of M are zero rows. Delete the last i rows from M , then we have
a strictly smaller matrix, which can be treated recursively.

If r ≥ n + 1, M cannot be of full row rank, which will be considered in step three.
Otherwise, letMC be the lower-right (m+r−max(m,n))×(n+r−max(m,n)) = (m+r−n)×r
sub-matrix of M , MC1 the lower-left i× (n+ i−max(m,n)) = i× i sub-matrix of MC , and
MC2 the upper-right (m + j − max(m,n)) × j = (m + j − n) × j sub-matrix of MC . In
Figure 2(a,b), MC is represented by the pink area. Here, MC is chosen to be the minimal
(m− q)× (n− q) sub-matrix of M at the lower-right corner, which may have full rank.

MC2

MC1

MC2

i × j 

(a) Sub-matrices for m < n

MC2

MC1

MC2

i × j 

(b) Sub-matrices for m ≥ n

i × j 

MC2

k×l

MC1

(c) Two zero sub-matrices

N4

i × j N3

(d) N3 and N4

N5

(e) Compute N5

N5

(f) Interchanging rows

Figure 2: Matrix forms in Algorithm 1, the blue parts are reduced ones

Let N1 =RDM(MC1) and N2 =RDM(MC2). Note that the Q-elementary transforma-
tions of these sub-procedures are for the whole rows and columns of M . By doing so, the
sub-matrix consisting of the first n− r columns of M remains to be a reduced one.

If N1 and N2 are reduced matrices, we can obtain a reduced matrix for M by a suitable
column interchanging. Otherwise, either N1 or N2 is not of full rank. Assume N1 is not of
full rank. Then merging the zero sub-matrix of N1 and Z, we obtain a zero matrix with
0-rank larger than that of Z (Figure 2(c)). Repeat the second step for M with this new zero
sub-matrix.
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In the third step, M contains a “large” zero sub-matrix and a T-shape matrix of M can
be constructed directly as follows. Let the zero matrix Z at the lower-right corner of M be
an i × j matrix and r = i + j. Let MC3 be the lower-left i × (n − j) sub-matrix of M and
N3 = RDM(MC3). In this case, MC3 has more rows than columns. We can assume that
N3 is of full column rank. Otherwise, a sub-matrix of N3 can be used as N3.

Let MC4 be the upper-right (m − i) × j sub-matrix of M , N4 = RDM(MC4), and s =
rk(N4) (see Figure 2(d)). If N4 is of full row rank, then by suitable column interchangings,
we can obtain a T-shape matrix. Otherwise, let the lower-left (m− s)× (n− j) sub-matrix
of M be MC5, and N5 = RDM(MC5), which is a reduced matrix with full column rank, see
Figure 2(e). Now, by suitable column interchangings, we can obtain a T-shape matrix (see
Figure 2(f)).

The idea of the algorithm is as follows. Try to use the first step to construct a reduced
matrix. If the first step fails to do so, use the second step to change the matrix so that it
contains a larger zero sub-matrix after each iteration. The procedure will end until either
a T-shape matrix is obtained or the matrix has a zero sub-matrix with size larger than
max(m,n) + 1, in which case a T-shape matrix can be obtained directly.

We now use the following example to illustrate the first two steps of the algorithm.

Example 4.10 Let B1 = y1y
′
1y

′′′
2 y3y

′
3, B2 = y31(y

′
1)

2y′′2(y
′′′
2 )

2y33(y
′
3)

2, B3 = y21(y
′
1)

3 y′2(y
′′′
2 )

3

y33(y
′
3)

3 . Then, the symbolic support matrix is

M =




x1 + 1 x32 x3 + 1
2x1 + 3 2x32 + x22 2x3 + 3
3x1 + 2 3x32 + x2 3x3 + 3


 .

We will use this matrix to illustrate the algorithm.

M
(a)
=⇒




x1 + 1 x32 x3 + 1
1 x22 1
−1 x2 0


 (b)

=⇒




x1 + 1 x3 + 1 x32
1 1 x22
−1 0 x2


 .

The matrix after
(a)
=⇒ is obtained with the first step of the algorithm. We first use d11 = x1+1

to reduce the degrees of 2x1 + 2 and 3x1 + 3 with Q-elementary transformations of Type 2.
Since x22 is of greater degree than x2, nothing needs to do. Finally, we obtain a 1 × 1 zero
matrix at the lower-right corner at the end of step 1.

Now, goto the second step of the algorithm. We have r = 2 < max(m,n) + 1 = 4. MC is
the lower-right 2× 2 sub-matrix of M , MC1 = (x2), and MC2 = (1).

Since both MC1 and MC2 are reduced, we interchange the second and third columns of

M to obtain the final matrix after
(b)
=⇒, which is reduced. The corresponding monomials are

D1 = y1y
′
1y

′′′
2 y3y

′
3, D2 = y1y

′′
2y3, and D3 = y′2/y1. It is of T-shape under the variable order

y1 > y3 > y2.

We use the following example to illustrate the third step of the algorithm.
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Example 4.11 Let B1 = y′′′1 y
′′′
2 y

′
3y4y

2
5, B2 = y′′1y

′′′
2 y

′
3y

′′
3y4y

2
5, B3 = y′1y3y

′
3, B4 = y′1, B5 =

y21. Then, the symbolic support matrix is M given below.

M =




x31 x32 x3 1 2
x21 x32 x23 + x3 1 2
x1 0 x3 + 1 0 0
x1 0 0 0 0
2 0 0 0 0




(c)
=⇒




x31 x32 x3 1 2
−x31 + x21 0 x23 0 0

x1 0 x3 + 1 0 0
x1 0 0 0 0
2 0 0 0 0




(d)
=⇒




x31 x32 x3 1 2
−x31 + x21 0 x23 0 0

x1 0 x3 + 1 0 0
0 0 −x3 − 1 0 0
2 0 0 0 0




(e)
=⇒




x32 x3 x31 1 2
0 x23 −x31 + x21 0 0
0 x3 + 1 x1 0 0
0 −x3 − 1 0 0 0
0 0 2 0 0




For step 1 of the algorithm, we do nothing to M and the zero matrix Z obtained at the end
of this step is a 2 × 2 zero sub-matrix at the lower-right corner of M . In step 2, MC is set

to be the lower-right 4× 4 sub-matrix of M , MC1 =

(
0 0
0 0

)
, and MC2 =

(
1 2
0 0

)
.

Merging Z and MC1, we obtain a 2× 4 zero sub-matrix at the lower-right corner of M .
Up to now, M is not changed. Then, step 3 of the algorithm is applied.

In step 3, we have MC3 =

(
x1
2

)
. Since MC3 is reduced and of full rank, we execute

case 1 by setting MC4 =




x32 x3 1 2
x32 x23 + x3 1 2
0 x3 + 1 0 0


 and N4 = RDM(MC4) which is a T-

shape matrix with index (1, 1) and is not of full rank. Now, M becomes the matrix after
(c)
=⇒,

which contains N4. Since N4 is not of full rank, let MC5 = (x1, x1, 2)
T and compute N5 =

RDM(MC5). Now M becomes the matrix after
(d)
=⇒. We interchange the first column and

the 2, 3-th columns of M to obtain the final matrix which is in T-shape with index (1, 2).
The corresponding monomials are D1 = y′′′1 y

′′′
2 y

′
3y4y

2
5, D2 = y′′1y

′′
3/y

′′′
1 , D3 = y′1y3y

′
3,

D4 = 1/(y3y
′
3), D5 = y21. It is of T-shape under the variable order y2 > y3 > y1 > y4 > y5.
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Algorithm 1 — RDM(M)

Input: Laurent differential monomials B1, . . . , Bm in Y or their symbolic support matrix
M = (dij)1≤i≤m,1≤j≤n.

Output: A T-shape matrix which is obtained from M by Q-elementary transformations.
Initial: Let s = 1, p = max(m,n).
1. While s ≤ min(m,n) do

1.1 If for any j, l ≥ s, deg(djl) = −∞, let i = m− s+ 1, j = n− s+ 1 and go to Step 2.
1.2 Select j, l ≥ s such that −∞ 6= deg(djl) ≥ deg(dil) for any i ≥ s. Interchange the j-th

row and the s-th row, the l-th column and the s-th column of M . Using dss to do
Q-elementary transformations such that deg(dss) > deg(dis) for i > s.

1.3 s = s+ 1.
2. Let r = i+ j be the 0-rank of the i× j zero sub-matrix in the lower-right side of M .

2.1 If M is already a T-shape matrix, return M .
2.2 If j = n, delete the last i rows from M , and let N=RDM(M).

Then add i rows of zeros at the bottom of N and return this matrix.
2.3 If r ≥ p+ 1, go to Step 3.
2.4 Let MC be the lower-right (m+ r − p)× (n+ r − p) sub-matrix of M .

Let the lower-left i× (n+ i− p) sub-matrix of MC be MC1 and the
upper-right (m+ j − p)× j sub-matrix of MC be MC2. (see (a, b) of Fig. 2)

2.5 Let N1 = RDM(MC1) and N2 = RDM(MC2).
2.6 If N1, N2 are reduced matrices, interchange the p− r + 1 to n− j columns and the

n− j + 1 to n+m− p columns of M , return the obtained T-shape (reduced) matrix.
2.7 If the k× l zero sub-matrix Z1 of N1 has 0-rank k+ l ≥ max(i, n+ i− p) + 1 = i+1,

combine Z1 and the i× j zero matrix to obtain a k × (l + j) zero matrix with 0-rank
k + l + j > i+ j (see (c) of Fig. 2). Let i = k, j = l + j, go to Step 2.

2.8 Else, the k×l zero sub-matrix Z2 of N2 has 0-rank k+l ≥ max(m+j−p, j)+1 = j+1,
combine Z2 and the i× j zero matrix to obtain a (k + i)× l zero matrix with 0-rank
k + l + i > i+ j. Let i = k + i, j = l, go to Step 2.

3. Let MC3 be the lower-left i× (n− j) sub-matrix of M and N3 = RDM(MC3) with index
(k, l).
3.1 If l = 0, delete the last i− k rows from M , let N=RDM(M), add i− k zero

rows at the bottom of N and return this matrix.
3.2 If N3 is not of full rank, put the k + 1, . . . , (k + l)-th columns as the first l columns

of M . Let i = i− k, j = n− l, N3 the lower-left i× (n− j) sub-matrix of M .
3.3 Now N3 is of full column rank. Let the upper-right (m− i)× j sub-matrix of M

be MC4, N4 = RDM(MC4), and s = rk(N4).
3.4 Let the lower-left (m− s)× (n− j) sub-matrix of M be MC5 and N5 = RDM(MC5).

Interchange the first n− j columns and the n− j + 1 to n− j + s columns of M , and
return the obtained T-shape matrix. (See (d,e,f) of Fig. 2.)

In this algorithm, the Q-elementary transformations in RDM(MCi) (i = 1, . . . , 5) are also
for the whole m × n matrix. And in each step the new m × n matrix obtained after doing
Q-elementary transformations is also denoted by M .
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The following theorem proves what we claimed before.

Theorem 4.12 The symbolic support matrix of any Laurent differential monomials B1, . . . ,
Bm can be reduced to a T-shape matrix by a finite number of Q-elementary transformations.

Proof: We assume that m ≤ n and hence p = max(m,n) = n. The case m > n can be
proved similarly.

We prove the theorem by induction on the size of the matrix M , that is, m+n. One can
easily verify that the claim is true when m+ n = 2, 3, 4. Assume it holds for m+ n ≤ s− 1,
we consider the case m+ n = s.

If a T-shape matrix is obtained in Step 1, then the theorem is proved. Otherwise, let Z
be the i × j zero matrix obtained in this step. Since the complementary matrix of Z in M
is a square matrix, the 0-rank of Z is larger than max(m,n)−min(m,n) + 1.

In Step 2.2, M contains zero rows. By deleting these zero rows, the size ofM is decreased
by one at least. By induction, the algorithm is valid.

In Step 2.3, from r ≥ max(m,n) + 1, we have r = i+ j ≥ n+ 1 and i > n− j. Then the
i× (n− j) left-lower sub-matrix of M has more rows than columns. As a consequence, and
M cannot be of full rank.

In Step 2.4, MC is chosen as the minimal sub-matrix of M such that it is of type (m−
q) × (n − q) which may have full row rank. This implies that MC1 must be an i× i square
matrix, and hence q = n− r and MC is an (m+ r−n)× r matrix. Since the complementary
matrix of Z in M is a square matrix, we have j ≥ j − i = n−m. Hence m+ r − n ≥ i and
MC contains Z as a sub-matrix for the first loop, and this is always true since Z is from MC

and the size of MC is increasing for each loop.
In Step 2.5, by the induction hypothesis, N1 = RDM(MC1) and N2 = RDM(MC2) can

be computed. Moreover, the lower-left m× (n− r) sub-matrix of M is always a reduced one
although the Q-elementary transformations are for the whole rows of M .

In Step 2.6, N1 and N2 are reduced with full rank. The algorithm terminates and returns
a reduced matrix by suitable column interchanging given in the algorithm.

In Step 2.7, N1 is not of full rank. Then by Lemma 4.7, the k × l zero sub-matrix of N1

has 0-rank k + l ≥ max(i, n + i−max(m,n)) + 1 = i+ 1. The i× j zero sub-matrix Z and
this k × l zero sub-matrix form a k × (l + j) zero-matrix, with 0-rank k + j + l ≥ i + j + 1
(Figure 2(c)). Step 2.8 can be considered similarly. Since in each loop of Step 2, the 0-rank
of the zero-matrix Z of M increases strictly, this loop will terminate.

Step 3 treats the case when M is not of full rank. Note that MC3 has more rows than
columns. Step 3.1 is correct due to the induction hypothesis.

For Step 3.2, since N3 is not of full rank and does not contain zero rows, we have l > 0
and i > k. These conditions make the constructions given in the algorithm possible.

In Step 3.3, N3 is an i× (n− j) reduced matrix with full column rank and the lower-right
i× j sub-matrix of M is a zero matrix. Due to this condition, the remaining steps are clearly
valid. Also note that MC5 is obtained from N3 by adding several more rows. Then MC5 is
also of full column rank and hence N5 is a reduced matrix of full column rank. �

Theorem 4.13 The differential transcendence degree of the Laurent differential monomials
B1, . . . , Bm over Q equals to the rank of their symbolic support matrix.
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Proof: By Lemma 4.9, Q-elementary transformations keep the differential transcendence
degree. The result follows from Theorems 4.8 and 4.12. �

Theorem 4.13 can be used to check whether the Laurent polynomial system (2) is differ-
entially essential as shown by the following result.

Corollary 4.14 The Laurent differential system (2) is Laurent differentially essential if and
only if there exist Miji (i = 0, . . . , n) with 1 ≤ ji ≤ li such that the symbolic support matrix
of the Laurent differential monomials M0j0/M00, . . . ,Mnjn/Mn0 is of rank n.

By Corollary 3.4 of [15] , the complexity to compute the determinant of a sub-matrixMs

of M with size k × k is bounded by O(kk+2Lγ
2

k+3∆), where L = log ||Ms||, γ denotes the
number of arithmetic operations required for multiplying a scalar vector by the matrix Ms,
and ∆ is the degree bound of Ms. So, the complexity to compute the rank of M is single
exponential at most.

Remark 4.15 A practical way to check whether the Laurent differential system (2) is Lau-
rent differentially essential is given below.

• Choose n+ 1 monomials Miji (i = 0, . . . , n) with 1 ≤ ji ≤ li.

• Use Algorithm 1 to reduce the symbolic support matrix of M0j0/M00, . . . ,Mnjn/Mn0 to
a T-shape matrix M .

• Use Theorem 4.8 to check whether the rank of M is n.

• If the rank of M is n, then the system is essential. Otherwise, we need to choose
another set of n+ 1 monomials and repeat the procedure.

The number of possible choices for the n+1 monomials is
∏n

i=0 li, which is very large. But,
the procedure is efficient for two reasons. Firstly, Algorithm 1 is very efficient, since we are
essentially doing numerical computation instead of symbolic ones. Secondly, the probability
for n+ 1 Laurent monomials to have differential transcendence degree n is very high. As a
consequence, we do not need to repeat the procedure for many choices of n+ 1 monomials.

By Corollary 4.14, property 3) of Theorem 1.1 is proved.

4.3 Differential transcendence degree of generic Laurent differential poly-

nomials

Algorithm 1 and Theorem 4.13 show how to reduce the computation of the differential
transcendence degree of a set of Laurent differential monomials to the computation of the
rank of their symbolic support matrix. In this section, this result will be extended to compute
the differential transcendence degree of a set of generic Laurent differential polynomials.

Consider m generic Laurent differential polynomials

Pi = ui0Mi0 +

li∑

k=1

uikMik (i = 1, . . . ,m), (7)
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where all the uik are differentially independent over Q. Let βik be the symbolic support
vector of Mik/Mi0. Then the vector wi =

∑li
k=0 uikβik is called the symbolic support vector

of Pi, and the matrix MP with w1, . . . , wm as its rows is called the symbolic support matrix
of P1, . . . ,Pm. Then, we have the following results.

Lemma 4.16 Let Mk1,...,km be the symbolic support matrix of the Laurent differential mono-
mials (M1k1/M10, . . . ,Mmkm/Mm0). Then rk(MP) = max1≤ki≤lirk(Mk1,...,km).

Proof: Let the rank of MP be r. Without loss of generality, we assume that the r× r leading
principal sub-matrix of MP, say MP,r, is of full rank. By the properties of determinant,

det(MP,r) =
l1∑

k1=1

· · ·
lr∑

kr=1

∏r
i=1 uikiD(k1, . . . , kr) where D(k1, . . . , kr) is the determinant of

the r × r leading principal sub-matrix of Mk1,...,km . So det(MP,r) 6= 0 if and only if there
exist k1, . . . , kr such that D(k1, . . . , kr) 6= 0. Hence, the rank of Mk1,...,km is no less than the
rank of MP. On the other hand, let s = max1≤ki≤lirk(Mk1,...,km). Without loss of generality,
we assume D(k1, . . . , ks) 6= 0, then, det(MP,s) 6= 0. Hence, s is no greater than the rank of
MP. �

The following result is interesting in that it reduces the computation of differential tran-
scendence degree for a set of generic differential polynomials to the computation of the rank
of a matrix, which is analogue to the similar result for linear equations.

Theorem 4.17 d.tr.degQ〈∪m
i=1ui〉〈P1/M10, . . . ,Pm/Mm0〉/Q〈∪m

i=1ui〉 = rk(MP), where ui

= (ui0, . . . , uili).

Proof: By Lemma 2.1, the differential transcendence degree of P1/M10, . . . ,Pm/Mm0 is no
less than the maximal differential transcendence degree of M1k1/M10, . . . ,Mmkm/Mm0.

On the other hand, the differential transcendence degree will not increase by linear com-
binations since d.tr.degQ〈λ〉〈a1 + λā1, a2, . . . , ak〉/Q〈λ〉 ≤ max(d.tr.degQ〈a1, a2 . . . , ak〉/Q,
d.tr.degQ〈ā1, a2, . . . , ak〉/Q) for any differential polynomial ai (1 ≤ i ≤ k) and ā1. So, the
differential transcendence degree of P1/M10, . . . ,Pm/Mm0 over Q〈∪m

i=1ui〉 is no greater than
the maximal differential transcendence degree of M1k1/M10, . . . ,Mmkm/Mm0.

So, we have d.tr.degQ〈∪m
i=1ui〉〈P1/M10, . . . ,Pm/Mm0〉/Q〈∪m

i=1ui〉 = maxk1,...,kmd.tr.deg
Q〈M1k1/M10, . . . ,Mmkm/Mm0〉/Q. By Theorem 4.13 and Lemma 4.16, the differential tran-
scendence degree of P1/M10, . . . ,Pm/Mm0 equals to the rank of MP. �

By Theorem 4.17, we have the following criterion for system (2) to be differentially
essential.

Corollary 4.18 The Laurent differential system (2) is Laurent differentially essential if and
only if rk(MP) = n.

The difference between Corollary 4.14 and Corollary 4.18 is that, in the later case we need
only to compute the rank of a single matrix whose elements are multivariate polynomials
in

∑n
i=0(li + 1) + n variables, while in the former case we have to compute the ranks of∏n

i=0 li matrices whose elements are univariate polynomials in n separate variables. One

also can replace uiki by v
ki
i in MP, where vi is a new variable, then the elements of MP will

be multivariate polynomials in 2n+ 1 variables.
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In the rest of this section, properties for the elimination ideal

Iu = ([PN
1 , . . . ,P

N
m] :m) ∩Q{u1, . . . ,um} (8)

will be studied, where Pi are defined in (7) and ui = (ui0, . . . , uili). These results will lead
to deeper understandings for the sparse differential resultant.

Theorem 4.19 Let Iu be defined in (8). Then Iu is a differential prime ideal with codi-
mension m− rk(MP).

Proof: Let η = (η1, . . . , ηn) be a generic point of [0] over Q〈u〉, where u = {uik : i =
1, . . . ,m; k = 1, . . . , li} and

ζi = −
li∑

k=1

uik
Mik(η)

Mi0(η)
(i = 1, . . . ,m). (9)

Similar to the proof of Theorem 3.9, we can show that θ = (η1, . . . , ηn; ζ1, u11, . . . , u1l1 ; . . . ; ζm,
um1, . . . , umlm) is a generic point of [PN

1 , . . . ,P
N
m] :m, which follows that [PN

1 , . . . ,P
N
m] :m is

a prime differential ideal in Q{Y,u1, . . . ,um}. As a consequence, Iu is a prime differential
ideal. Since ζ1, . . . , ζm are free of ui0 (i = 1, . . . ,m), by Theorem 4.17,

d.tr.degQ〈u〉〈ζ1, . . . , ζm〉/Q〈u〉
= d.tr.degQ〈u1, . . . ,um〉〈ζ1, . . . , ζm〉/Q〈u1, . . . ,um〉

= d.tr.degQ〈u1, . . . ,um〉〈 P1(η)
M10(η)

, . . . , Pm(η)
Mm0(η)

〉/Q〈u1, . . . ,um〉

= rk(MP).

Hence, the codimension of Iu is m− rk(MP). �

In the following, two applications of Theorem 4.19 will be given. The first application is to
identify certain Pi such that their coefficients will not occur in the sparse differential resultant.
This will lead to simplification in the computation of the resultant. Let T ⊂ {0, 1, . . . , n}.
We denote by PT the Laurent differential polynomial set consisting of Pi (i ∈ T), and MPT

its symbolic support matrix. For a subset T ⊂ {0, 1, . . . , n}, if card(T) = rk(MPT
), then PT,

or {Ai : i ∈ T}, is called a differentially independent set.

Definition 4.20 Let T ⊂ {0, 1, . . . , n}. Then we say T or PT is rank essential if the following
conditions hold: (1) card(T)−rk(MPT

) = 1 and (2) card(J) = rk(MPJ
) for each proper subset

J of T.

Note that rank essential system is the differential analogue of essential system introduced
in [50]. Using this definition, we have the following property, which is similar to Corollary
1.1 in [50].

Theorem 4.21 If {P0, . . . ,Pn} is a Laurent differentially essential system, then for any
T ⊂ {0, 1, . . . , n}, card(T)− rk(MPT

) ≤ 1 and there exists a unique T which is rank essential.
In this case, the sparse differential resultant of P0, . . . ,Pn involves only the coefficients of
Pi (i ∈ T).
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Proof: Since n = rk(MP) ≤ rk(MPT
)+card(P)−card(PT) = n+1+rk(MPT

)−card(T), we have
card(T)−rk(MPT

) ≤ 1. Since card(T)−rk(MPT
) ≥ 0, for any T, either card(T)−rk(MPT

) = 0
or card(T)− rk(MPT

) = 1. From this fact, it is easy to check the existence of a rank essential
set T. For the uniqueness, we assume that there exist two subsets T1,T2 ⊂ {1, . . . ,m} which
are rank essential. Then, we have

rk(MPT1∪T2
) ≤ rk(MPT1

) + rk(MPT2
)− rk(MPT1∩T2

)

= card(T1)− 1 + card(T2)− 1− card(T1 ∩ T2) = card(T1 ∪ T2)− 2,

which means that MP is not of full rank, a contradiction.
Let T be a rank essential set. By Theorem 4.19, [Pi]i∈T ∩ Q{ui}i∈T is of codimension

one, which means that the sparse differential resultant of P0, . . . ,Pn involves of coefficients
of Pi (i ∈ T) only. �

Using this property, one can determine which polynomial is needed for computing the
sparse differential resultant, which will eventually reduce the computation complexity.

Example 4.22 Continue from Example 3.14. {P0,P1} is a rank essential sub-system since
they involve y1 only.

A more interesting example is given below.

Example 4.23 Let P be a Laurent differential polynomial system where

P0 = u00y1y2 + u01y3
P1 = u10y1y2 + u11y3y

′
3

P2 = u20y1y2 + u21y
′
3

P3 = u30y
(o)
1 + u31y

(o)
2 + u32y

(o)
3

where o is a very large positive integer. It is easy to show that P is Laurent differentially
essential and P̃ = {P0,P1,P2} is the rank-essential sub-system. Note that all y1, y2, y3 are in
P̃. P̃ is rank essential because y1y2 can be treated as one variable.

The second application is to prove the dimension conjecture for a class of generic differ-
ential polynomials. The differential dimension conjecture proposed by Ritt [45, p.178] claims
that the dimension of any component of m differential polynomial equations in n ≥ m vari-
ables is no less than n − m. In [16], the dimension conjecture is proved for quasi-generic
differential polynomials. The following theorem proves the conjecture for a larger class of
differential polynomials.

Theorem 4.24 Let Pi = ui0 +
li∑

k=1

uikMik (i = 1, . . . ,m; m ≤ n) be generic differential

polynomials in n differential indeterminates Y and ui = (ui0, . . . , uili). Then [P1, . . . ,Pm] ⊂
Q〈u1, . . . ,um〉{Y} is either the unit ideal or a prime differential ideal of dimension n−m.

Proof: Use the notations introduced in the proof of Theorem 4.19 with Mi0 = 1. Let
I0 = [P1, . . . ,Pm] ⊂ Q{u1, . . . ,um,Y} and I1 = [P1, . . . ,Pm] ⊂ Q〈u1, . . . ,um〉{Y}. Since Pi

contains a non-vanishing degree zero term ui0, it is clear that [P1, . . . ,Pm] :m = I0.
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From the proof of Theorem 4.19, I0 is a prime differential ideal with θ = (η1, . . . , ηn; ζ1,
u11, . . . , u1l1 ; . . . ; ζm, um1, . . . , umlm) as a generic point. Note that rk(MP) ≤ m and two cases
will be considered. If rk(MP) < m, by Theorem 4.19, Iu = [P1, . . . ,Pm] ∩ Q{u1, . . . ,um} is
of codimension m− rk(MP) > 0, which means that I1 is the unit ideal in Q〈u1, . . . ,um〉{Y}.
If rk(MP) = m, by the proof of Theorem 4.19, d.tr.degQ〈u〉〈ζ1, . . . , ζm〉/Q〈u〉 = m and
Iu = [0] follows. Since I0 = I1 ∩Q{u1, . . . ,um,Y} and I0 is prime, it is easy to see that I1
is also a differential prime ideal in Q〈u1, . . . ,um〉{Y}. Moreover, we have

n = d.tr.degQ〈u〉〈η1, . . . , ηn, ζ1, . . . , ζm〉/Q〈u〉
= d.tr.degQ〈u〉〈η1, . . . , ηn, ζ1, . . . , ζm〉/Q〈u, ζ1, . . . , ζm〉

+d.tr.degQ〈u, ζ1, . . . , ζm〉/Q〈u〉
= d.tr.degQ〈u〉〈η1, . . . , ηn, ζ1, . . . , ζm〉/Q〈u, ζ1, . . . , ζm〉+m.

Hence, d.tr.degQ〈u, ζ1, . . . , ζm〉〈η1, . . . , ηn〉/Q〈u, ζ1, . . . , ζm〉 = n −m. Without loss of gen-
erality, suppose η1, . . . , ηn−m are differentially independent over Q〈u, ζ1, . . . , ζm〉. Since
I0 = I1 ∩ Q{u1, . . . ,um,Y}, {y1, . . . , yn−m} is a parametric set of I1. Thus, [P1, . . . ,Pm] ⊂
Q〈u1, . . . ,um〉{Y} is of dimension n−m. �

By Theorem 4.17, Theorem 4.19, and Corollary 4.18, properties 1) and 2) of Theorem
1.1 are proved.

5 Basic properties of sparse differential resultant

In this section, we will prove some basic properties for the sparse differential resultant
R(u0, . . . ,un).

5.1 Sparse differential resultant is differentially homogeneous

Following Kolchin [32], we now introduce the concept of differentially homogenous polyno-
mials.

Definition 5.1 A differential polynomial p ∈ F{y0, . . . , yn} is called differentially homoge-
nous of degree m if for a new differential indeterminate λ, we have p(λy0, λy1 . . . , λyn) =
λmp(y0, y1, . . . , yn).

The differential analogue of Euler’s theorem related to homogenous polynomials is valid.

Theorem 5.2 [32] f ∈ F{y0, y1, . . . , yn} is differentially homogenous of degree m if and
only if

n∑

j=0

∑

k∈N

(
k + r

r

)
y
(k)
j

∂f(y0, . . . , yn)

∂y
(k+r)
j

=

{
mf r = 0
0 r 6= 0

Sparse differential resultants have the following property.
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Theorem 5.3 The sparse differential resultant is differentially homogenous in each ui which
is the coefficient set of Pi.

Proof: Suppose ord(R,ui) = hi ≥ 0. Follow the notations used in Theorem 3.9. By Corollary

3.12, R(u; ζ0, . . . , ζn) = 0. Differentiating this identity w.r.t. u
(k)
ij (j = 1, . . . , li) respectively,

we have

∂R
∂uij

+ ∂R
∂ui0

(

−
Mij(η)

Mi0(η)

)

+ ∂R
∂u′

i0

(

− [
Mij(η)

Mi0(η)
]′
)

+ ∂R
∂u′′

i0

(

− [
Mij(η)

Mi0(η)
]′′
)

+ · · ·+ ∂R

∂u
(hi)
i0

(

−
(hi
0

)

[
Mij(η)

Mi0(η)
](hi)

)

= 0 (0∗)

∂R
∂u′

ij

+ 0 + ∂R
∂u′

i0

(

−
Mij(η)

Mi0(η)

)

+ ∂R
∂u′′

i0

(

−
(2
1

)

[
Mij(η)

Mi0(η)
]′
)

+ · · ·+ ∂R

∂u
(hi)
i0

(

−
(hi
1

)

[
Mij(η)

Mi0(η)
](hi−1)

)

= 0 (1∗)

∂R
∂u′′

ij

+ 0 + 0 + ∂R
∂u′′

i0

(

−
(2
2

)Mij(η)

Mi0(η)

)

+ · · ·+ ∂R

∂u
(hi)
i0

(

−
(hi
2

)

[
Mij(η)

Mi0(η)
](hi−2)

)

= 0 (2∗)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∂R

∂u
(hi)
ij

+ 0 + 0 + 0 + · · ·+ ∂R

∂u
(hi)
i0

(

−
(hi
hi

)

[
Mij(η)

Mi0(η)
](0)

)

= 0 (hi∗)

In the above equations, ∂R

∂u
(k)
ij

(k = 0, . . . , hi; j = 0, . . . , li) are obtained by replacing ui0 by

ζi (i = 0, 1, . . . , n) in each ∂R

∂u
(k)
ij

respectively.

Now, let us consider
∑li

j=0

∑
k≥0

(k+r
k

)
u
(k)
ij

∂R

∂u
(k+r)
ij

. Of course, it needs only to consider

r ≤ hi. For each r ≤ hi and each j ∈ {1, . . . , li},

0 = (r∗)×
(
r
r

)
uij + (r + 1∗)×

(
r+1
r

)
u′ij + · · ·+ (hi∗)×

(
hi

r

)
u
(hi−r)
ij

=
(
r
r

)
uij

∂R

∂u
(r)
ij

+
(
r+1
r

)
u′ij

∂R

∂u
(r+1)
ij

+ · · ·+
(
hi

r

)
u
(hi−r)
ij

∂R

∂u
(hi)

ij

+ ∂R

∂u
(r)
i0

(
− uij

Mij(η)
Mi0(η)

)

+ ∂R

∂u
(r+1)
i0

(
−
(
r+1
r

)
uij [

Mij(η)
Mi0(η)

]′ −
(
r+1
r

)
u′ij

Mij(η)
Mi0(η)

)
+ · · ·

+ ∂R

∂u
(hi)

i0

(
−
(
hi

r

)
uij [

Mij(η)
Mi0(η)

](hi−r) −
(
r+1
r

)(
hi

r+1

)
u′ij [

Mij(η)
Mi0(η)

](hi−r−1) − · · · −
(
hi

r

)(
hi

hi

)
u
(hi−r)
ij

Mij(η)
Mi0(η)

)

=
(
r
r

)
uij

∂R

∂u
(r)
ij

+
(
r+1
r

)
u′ij

∂R

∂u
(r+1)
ij

+ · · ·+
(
hi

r

)
u
(hi−r)
ij

∂R

∂u
(hi)

ij

+
(
r
r

)
∂R

∂u
(r)
i0

(
− uij

Mij(η)
Mi0(η)

)

+
(
r+1
r

)
∂R

∂u
(r+1)
i0

(
− uij

Mij(η)
Mi0(η)

)
′

+ · · ·+
(
hi

r

)
∂R

∂u
(hi)

i0

(
− uij

Mij(η)
Mi0(η)

)(hi−r)

It follows that
∑li

j=1

(r
r

)
uij

∂R

∂u
(r)
ij

+
∑li

j=1

(r+1
r

)
u′ij

∂R

∂u
(r+1)
ij

+ · · · +
∑li

j=1

(hi

r

)
u
(hi−r)
ij

∂R

∂u
(hi)
ij

+

(r
r

)
ζi

∂R

∂u
(r)
i0

+
(r+1

r

)
ζ ′i

∂R

∂u
(r+1)
i0

+ · · ·+
(hi

r

)
ζ
(hi−r)
i

∂R

∂u
(hi)
i0

= 0.

By Corollary 3.12, G =
∑

k≥0

∑li
j=0

(r+k
r

)
u
(k)
ij

∂R

∂u
(r+k)
ij

∈ sat(R). Since ord(G) ≤ ord(R),

G can be divisible by R. In the case r = 0,
li∑

j=0

hi∑
k=0

u
(k)
ij

∂R

∂u
(k)
ij

= m ·R for some m ∈ Z. While

in the case r > 0, if G 6= 0, it can not be divisible by R. Thus, in this case, G must be
identically zero. From the above, we conclude that

li∑

j=0

∑

k≥0

(
k + r

r

)
u
(k)
ij

∂R

∂u
(k+r)
ij

=

{
0 r 6= 0
mR r = 0

By Theorem 5.2, R(u0, . . . ,un) is differentially homogenous in each ui and the theorem is
obtained. �

With Theorem 5.3, property 1) of Theorem 1.2 is proved.
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5.2 Order bound in terms of Jacobi number

In this section, we will give an order bound for the sparse differential resultant in terms of
the Jacobi number of the given system.

Consider a generic Laurent differentially essential system {P0, . . . ,Pn} defined in (2)
with ui = (ui0, ui1, . . . , uili) being the coefficient vector of Pi (i = 0, . . . , n). Suppose R is the
sparse differential resultant of P0, . . . ,Pn. Denote ord(R,ui) to be the maximal order of R
in uik (k = 0, . . . , li), that is, ord(R,ui) = maxkord(R, uik). If ui does not occur in R, as
shown in Example 3.14, then set ord(R,ui) = −∞. Firstly, we have the following result.

Lemma 5.4 For each i, if ord(R,ui) = hi ≥ 0, then ord(R, uik) = hi (k = 0, . . . , li).

Proof: Firstly, we claim that ord(R, ui0) = hi. For if not, suppose ord(R, uik) = hi ≥

0 for some k 6= 0. Then by differentiating R(u; ζ0, . . . , ζn) = 0 w.r.t. u
(hi)
ik , we have

∂R

∂u
(hi)

ik

(u; ζ0, . . . , ζn) = 0, where ζi are defined in (4). By Corollary 3.12, we have ∂R

∂u
(hi)

ik

∈

sat(R), a contradiction. Thus, ord(R, ui0) = hi. For each k 6= 0, ord(R, uik) ≤ hi. If

ord(R, uik) < hi, differentiate R(u; ζ0, . . . , ζn) = 0 w.r.t. u
(hi)
ik , we have ∂R

∂u
(hi)
i0

(u; ζ0, . . . , ζn) ·

(−Mik(η)
Mi0(η)

) = 0. So ∂R

∂u
(hi)
i0

(u; ζ0, . . . , ζn) = 0 and ∂R

∂u
(hi)
i0

∈ sat(R), a contradiction. Thus, for

each k = 0, . . . , li, ord(R, uik) = hi. �

Let A = (aij) be an n × n matrix where aij is an integer or −∞. A diagonal sum of
A is any sum a1i1 + a2i2 + · · · + anin with i1, . . . , in a permutation of 1, . . . , n. If A is an
m × n matrix with M = min{m,n}, then a diagonal sum of A is a diagonal sum of any
M ×M submatrix of A. The Jacobi number of a matrix A is the maximal diagonal sum of
A, denoted by Jac(A).

Let ord(PN
i , yj) = eij (i = 0, . . . , n; j = 1, . . . , n) and Eord(Pi) = ord(PN

i ) = ei. We
call the (n + 1) × n matrix A = (eij) the order matrix of P0, . . . ,Pn. By Aî, we mean the
submatrix of A obtained by deleting the (i + 1)-th row from A. We use P to denote the
set {PN

0 , . . . ,P
N
n } and by Pî, we mean the set P\{PN

i }. We call Ji = Jac(Aî) the Jacobi
number of the system Pî, also denoted by Jac(Pî). Before giving an order bound for sparse
differential resultant in terms of the Jacobi numbers, we first give several lemmas.

Given a vector
−→
K = (k0, k1, . . . , kn) ∈ Zn+1

≥0 , we can obtain a prolongation of P:

P[
−→
K ] =

n⋃

i=0

(PN
i )[ki]. (10)

Let tj = max{e0j +k0, e1j +k1, . . . , enj +kn). Then P[
−→
K ] is contained in Q[u[

−→
K ],Y[

−→
K ]], where

u[
−→
K ] = ∪n

i=0u
[ki]
i and Y[

−→
K ] = ∪n

j=1y
[tj ]
j .

Denote ν(P[
−→
K ]) to be the number of Y and their derivatives appearing effectively in

P[
−→
K ]. In order to derive a differential relation among ui (i = 0, . . . , n) from P[

−→
K ], a sufficient

condition is
|P[

−→
K ]| ≥ ν(P[

−→
K ]) + 1. (11)
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Note that ν(P[
−→
K ]) ≤ |Y[

−→
K ]| =

∑n
j=1(tj +1) =

∑n
j=1max(e0j + k0, e1j + k1, . . . , enj + kn)+n.

Thus, if |P[
−→
K ]| ≥ Y[

−→
K ] + 1, or equivalently,

k0 + k1 + · · ·+ kn ≥
n∑

j=1

max(e0j + k0, e1j + k1, . . . , enj + kn) (12)

is satisfied, then so is the inequality (11).

Lemma 5.5 Let P be a Laurent differentially essential system and
−→
K = (k0, k1, . . . , kn) ∈

Zn+1
≥0 a vector satisfying (12). Then ord(R,ui) ≤ ki for each i = 0, . . . , n.

Proof: Denote m[
−→
K] to be the set of all monomials in variables Y[

−→
K ]. Let I = (P[

−→
K ]) : m[

−→
K]

be an ideal in the polynomial ring Q[Y[
−→
K ],u[

−→
K ]]. Denote U = u[

−→
K ]\ ∪n

i=0 u
[ki]
i0 . Assume

PN
i =

∑li
k=0 uikNik (i = 0, . . . , n). Let ζil = −(

∑li
k=1 uikNik/Ni0)

(l) for i = 0, 1, . . . , n; l =

0, 1, . . . , ki. Denote ζ = (U, ζ0k0 , . . . , ζ00, . . . , ζnkn , . . . , ζn0). It is easy to show that (Y[
−→
K ], ζ) is

a generic point of I. Indeed, on the one hand, each polynomial in I vanishes at (Y[
−→
K ], ζ). On

the other hand, if f is an arbitrary polynomial in Q[Y[
−→
K ],u[

−→
K ]] such that f(Y[

−→
K ], ζ) = 0, sub-

stitute u
(l)
i0 =

(
(PN

i −
∑li

k=1 uikNik)/Ni0

)(l)
into f , then we have

∏n
i=0N

ai
i0 f ≡ f1,mod (P[

−→
K ]),

where f1 ∈ Q[Y[
−→
K ], U ]. Clearly, f1 = 0 and f ∈ I follows.

Let I1 = I ∩ Q[u[
−→
K ]]. Then I1 is a prime ideal with ζ as its generic point. Since

Q(ζ) ⊂ Q(Y[
−→
K ], U), Codim(I1) = |U | +

∑n
i=0(ki + 1) − tr.degQ(ζ)/Q ≥ |U | + |P[

−→
K ]| −

tr.degQ(Y[
−→
K ], U)/Q = |P[

−→
K | − |Y[

−→
K ]| ≥ 1. Thus, I1 6= (0). Suppose f is any nonzero

polynomial in I1. Clearly, ord(f,ui) ≤ ki. Since I1 ⊂ [PN
0 , . . . ,P

N
n ] : m ∩ Q{u0, . . . ,un} =

sat(R), f ∈ sat(R). Note that R is a characteristic set of sat(R) w.r.t. any ranking by
Lemma 2.3. Thus, ord(R,ui) ≤ ord(f,ui) ≤ ki. �

Lemma 5.6 Let P be a Laurent differentially essential system and Ji ≥ 0 for each i =
0, . . . , n. Then ki = Ji (i = 0, . . . , n) satisfy (12) in the equality case.

Proof: Let A = (eij) be the (n+1)×n order matrix of P, where eij = ord(PN
i , yj). Without

loss of generality, suppose J0 = e11 + e22 + · · ·+ enn.
Firstly, we will show that for each k 6= 1, e11 + J1 ≥ ek1 + Jk. Since Jk is the Jacobi

number of Pk̂ and k 6= 1, Jk has a summand of the form e1p1 . Consider the longest sequence
of summands in Jk in the following form:

T0 = e1p1 + ep1p2 + · · · + epm−1pm

and suppose Jk = T0 + T1. Since Jk is a diagonal sum, pi 6= pj for 1 < i < j. For otherwise,
Jk contains epi−1pi and epj−1pi as summands, a contradiction. Also note that pi 6= 0 for
1 ≤ i ≤ m. Now we claim that pm is either equal to 1 or equal to k. Indeed, if pm = 1
or pm = k, T0 cannot be any longer and these two cases may happen. But if pm 6= 1 and
pm 6= k, then we can add another summand epmpm+1 to T0, which contradicts to the fact
that T0 is the longest one. Now three cases are considered.
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Case 1) If p1 = 1, Jk = e11+T1 and ek1+Jk = e11+ek1+T1. Since ek1+T1 is a diagonal
sum of P1̂, ek1 + T1 ≤ J1. Thus, e11 + J1 ≥ ek1 + Jk.

Case 2) If pm = 1 for m > 1, T0 = e1p1 + ep1p2 + · · ·+ epm−11. Since J0 = e11 + · · ·+ enn,
T0 ≤ e11+ep1p1+ · · ·+epm−1pm−1 . For otherwise, since pi 6= 0, T0+

∑
k∈{2,...,n}\{p1,...,pm−1}

ekk
is a diagonal sum of P0̂ which is greater than J0. Then ek1 + Jk = ek1 + T0 + T1 ≤ ek1 +
e11 + ep1p1 + · · ·+ epm−1pm−1 + T1 ≤ e11 + J1, where the last inequality follows from the fact
that ek1 + ep1p1 + · · · + epm−1pm−1 + T1 is a diagonal sum of P1̂.

Case 3) If pm = k, T0 = e1p1 + ep1p2 + · · · + epm−1k. Then, similar to case 2), we can
show that ek1 + e1p1 + ep1p2 + · · ·+ epm−1k ≤ e11 + ekk + ep1p1 + · · ·+ epm−1pm−1 . Thus,

ek1 + Jk = ek1 + e1p1 + ep1p2 + · · · + epm−1k + T1
≤ ekk + e11 + ep1p1 + · · ·+ epm−1pm−1 + T1
≤ e11 + J1.

Similarly, we can prove that for each j, ejj + Jj ≥ ekj + Jk with 0 ≤ k ≤ n. So

n∑
j=1

max(e0j + J0, · · · , enj + Jn) = e11 + J1 + e22 + J2 + · · ·+ enn + Jn

= J0 + J1 + . . . + Jn.

�

Corollary 5.7 Let P be a Laurent differentially essential system and Ji ≥ 0 for each i =
0, . . . , n. Then ord(R,ui) ≤ Ji (i = 0, . . . , n).

Proof: It is a direct consequence of Lemma 5.5 and Lemma 5.6. �

The above theorem shows that when all the Jacobi numbers are not less that 0, then
Jacobi numbers are order bounds for the sparse differential resultant. In the following, we
deal with the remaining case when some Ji = −∞. To this end, two more lemmas are
needed.

Lemma 5.8 [9, 34] Let A be an m× n matrix whose entries are 0’s and 1’s. Let Jac(A) =
J < min{m,n}. Then A contains an a× b zero sub-matrix with a+ b = m+ n− J .

Lemma 5.9 Let P be a Laurent differentially essential system with the following (n+1)×n
order matrix

A =

(
A11 (−∞)r×t

A21 A22

)
,

where r + t ≥ n + 1. Then r + t = n + 1 and Jac(A22) ≥ 0. Moreover, when regarded as
differential polynomials in y1, . . . , yr−1, {P0, . . . ,Pr−1} is a Laurent differentially essential
system.

Proof: From the structure of A, it follows that the symbolic support matrix of P has the
following form:

MP =

(
B11 0r×t

B21 B22

)
.
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Since P is Laurent differentially essential, by Corollary 4.18, rk(MP) = n. As rk(MP) ≤
rk(B11)+rk

(
(B21 B22)

)
, n ≤ (n− t)+(n+1− r) = 2n+1− (r+ t). Thus, r+ t ≤ n+1, and

r+ t = n+1 follows. Since the above inequality becomes equality, B11 has full column rank.
As a consequence, rk(MP) = rk(B11) + rk(B22). Hence, B22 is a t × t nonsingular matrix.
Regarding P0, . . . ,Pr−1 as differential polynomials in y1, . . . , yr−1, then B11 is the symbolic
support matrix of {P0, . . . ,Pr−1} which is of full rank. Thus, {P0, . . . ,Pr−1} is a Laurent
differentially essential system.

It remains to show that Jac(A22) ≥ 0. Suppose the contrary, i.e. Jac(A22) = −∞. Let
Ā22 be a t × t matrix obtained from A22 by replacing −∞ by 0 and replacing all other
elements in A22 by 1’s. Then Jac(Ā22) < t, and by Lemma 5.8, Ā12 contains an a × b zero
submatrix with a + b = 2t − Jac(Ā22) ≥ t + 1. By interchanging rows and interchanging
columns when necessary, suppose such a zero submatrix is in the upper-right corner of Ā22.
Then

A22 =

(
C11 (−∞)a×b

C21 C22

)
,

where a+ b ≥ t+ 1. Thus,

B22 =

(
D11 0a×b

D21 D22

)
,

which is singular for a+ b ≥ t+ 1, a contradiction. Thus, Jac(A22) ≥ 0. �

Now, we are ready to prove the main result of this section.

Theorem 5.10 Let P be a Laurent differentially essential system and R the sparse differ-
ential resultant of P. Then

ord(R,ui) =

{
−∞ if Ji = −∞,
hi ≤ Ji if Ji ≥ 0.

Proof: Corollary 5.7 proves the case when Ji ≥ 0 for each i. Now suppose there exists at
least one i such that Ji = −∞. Without loss of generality, we assume Jn = −∞ and let
An = (eij)0≤i≤n−1;1≤j≤n be the order matrix of Pn̂. By Lemma 5.8 and similarly as the
procedures in the proof of Lemma 5.9, we can assume that An is of the following form

An =

(
A11 (−∞)r×t

Ā21 Ā22

)
,

where r + t ≥ n+ 1. Then the order matrix of P is equal to

A =

(
A11 (−∞)r×t

A21 A22

)
.

Since P is Laurent differentially essential, by Lemma 5.9, r + t = n + 1 and Jac(A22) ≥
0. Moreover, considered as differential polynomials in y1, . . . , yr−1, P̃ = {p0, . . . , pr−1} is
Laurent differentially essential and A11 is its order matrix. Let J̃i = Jac((A11 )̂i). By applying

the above procedure when necessary, we can suppose that J̃i ≥ 0 for each i = 0, . . . , r − 1.
Since [P]∩Q{u0, . . . ,un} = [P̃]∩Q{u0, . . . ,ur−1} = sat(R), R is also the sparse differential
resultant of the system P̃ and ur, . . . ,un will not occur in R. By Corollary 5.7, ord(R,ui) ≤

37



J̃i. Since Ji = Jac(A22) + J̃i ≥ J̃i for 0 ≤ i ≤ r − 1, ord(R,ui) ≤ Ji for 0 ≤ i ≤ r − 1 and
ord(R,ui) = −∞ for i = r, . . . , n. �

Corollary 5.11 Let P be rank essential. Then Ji ≥ 0 for i = 0, . . . , n and ord(R,ui) ≤ Ji.

Proof: From the proof of Theorem 5.10, if Ji = −∞ for some i, then P contains a proper
differentially essential subsystem, which contradicts to Theorem 4.21. Therefore, Ji ≥ 0 for
i = 0, . . . , n. �

The following example shows that in spite of Ji ≥ 0, ord(R,ui) = −∞ may happen.

Example 5.12 Let P = {P0,P1,P2,P3} be a Laurent differential polynomial system where

P0 = u00 + u01y1y
′
1y2y

′′
2

P1 = u10 + u11y1y
′
1y2y

′′
2

P2 = u20 + u21y1 + u22y2
P3 = u30 + u31y

′
1 + u32y3.

Then, the corresponding order matrix is

A =




1 2 −∞
1 2 −∞
0 0 −∞
1 −∞ 0


 .

It is easy to show that P is Laurent differentially essential and {P0,P1} is the rank-essential
sub-system. Here R = u00u11−u01u10. Clearly, ord(R,u0) = ord(R,u1) = 0 and ord(R,u2) =
ord(R,u3) = −∞, but J0 = 2, J1 = 2, J3 = 3, J4 = −∞. Also note that in this example, the

sub-matrix A11 in the proof of Theorem 5.10 corresponds to




1 2
1 2
0 0


 .

We conclude this section by giving two improved order bounds based on the Jacobi bound
given in Theorem 5.10.

For each j ∈ {1, . . . , n}, let oj = min{k ∈ N| ∃ i s.t. deg(PN
i , y

(k)
j ) > 0}. In other words,

oj is the smallest number such that y
(oj)

j occurs in {PN
0 , . . . ,P

N
n }. Let B = (eij − oj) be

an (n + 1) × n matrix. We call J̄i = Jac(Bî) the modified Jacobi number of the system Pî.
Denote γ =

∑n
j=1 oj . Clearly, J̄i = Ji − γ. Then we have the following result.

Theorem 5.13 Let P be a Laurent differentially essential system and R the sparse differ-
ential resultant of P. Then

ord(R,ui) =

{
−∞ if Ji = −∞,
hi ≤ Ji − γ if Ji ≥ 0.
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Proof: Follow the notations given above. Let P̂i be obtained from Pi by replacing y
(k)
j by

y
(k−oj)

j (j = 1, . . . , n; k ≥ oj) in Pi (i = 0, . . . , n) and denote P̂ = {P̂0, . . . , P̂n}. Since

MP =M
P̂
·




x
o1
1

x
o2
2

0
. . .0 x

on
n


 ,

it follows that rk(M
P̂
) = rk(MP) = n. Thus, I = [P̂] ∩ Q{u0, . . . ,un} is a prime differential

ideal of codimension 1. We claim that I = sat(R). Suppose Pi = ui0Mi0 + Ti and P̂i =
ui0M̂i0 + T̂i. Let ζi = −Ti/Mi0 and θi = −T̂i/M̂i0. Denote u = ∪n

i=0ui\{ui0}. Then
ζ = (u, ζ0, . . . , ζn) is a generic point of sat(R) and θ = (u, θ0, . . . , θn) is a generic point of
I. For any differential polynomial G ∈ sat(R), G(ζ) = 0 = (

∑
φ(Y)Fφ(u))/(

∏n
i=1M

ai
i0 )

where φ(Y) are distinct differential monomials in Y. Then Fφ(u) ≡ 0 for each φ. Thus,

G(θ) = (
∑
φ̂(Y)Fφ(u))/(

∏n
i=1 M̂

ai
i0 ) = 0 and G ∈ I follows. So sat(R) ⊆ I. In the similar

way, we can show that I ⊆ sat(R). Hence, R is the sparse differential resultant of P̂. Since
Jac(P̂î) = Jac(Pî)− γ, by Theorem 5.10, the theorem is proved. �

Remark 5.14 Let
−→
K = (e − e0, e − e1, . . . , e − en) where e =

∑n
i=0 ei. Clearly, |P[

−→
K ]| =

ne+ n+1 = |Y[e]|+1 ≥ |Y[
−→
K ]|+1. Then by Lemma 5.5, deg(R,ui) ≤ e− ei ≤ s− si. Here

si is the the order of Pi (i = 0, . . . , n). If Li = e − ei − γ(P) where γ(P) =
∑n

j=1(oj + ej)

and ej = mini{ei − ord(PN
i , yj)|ord(P

N
i , yj) 6= −∞}. By [47], (L0, . . . , Ln) also consists of

a solution to (12). Then deg(R,ui) ≤ Li. One can easily check that J̄i ≤ Li ≤ e − ei for
each i, and the modified Jacobi bound is better than the other two bounds as shown by the
following example.

Example 5.15 Let A = (eij)0≤i≤n,1≤j≤n be the order matrix of a system P:

A =




5 −∞ 0
5 0 −∞
0 3 5
5 2 −∞


 .

Then {J0, J1, J2, J3} = {12, 12, 7, 10}, {L0, L1, L2, L3} = {13, 13, 13, 13}, {e − e0, e− e1, e−
e2, e− e3} = {15, 15, 15, 15}. This shows that the modified Jacobi bound could be strictly less
than the other two bounds.

Now, we assume that P is a Laurent differentially essential system which is not rank
essential. Let R be the sparse differential resultant of P. We will give a better order bound
for R. By Theorem 4.21, P contains a unique rank essential sub-system PT. Without loss
of generality, suppose T = {0, . . . , r} with r < n. Let AT be the order matrix of PT and for
i = 0, . . . , r, let ATî be the matrix obtained from AT by deleting the (i + 1)-th row. Note
that ATî is an r × n matrix. Then we have the following result.
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Theorem 5.16 With the above notations, we have

ord(R,ui) =

{
hi ≤ Jac(ATî) i = 0, . . . , r,
−∞ i = r + 1, . . . , n.

Proof: It suffices to show that ord(R,ui) ≤ Jac(ATî) for i = 0, . . . , r. Let Li = ui0 +
∑n

j=1 uijyj for i = r+1, . . . , n. Since PT is rank essential, there exist
Miki

Mi0
(i = 1, . . . , r) such

that their symbolic support matrix B is of full rank. Without loss of generality, we assume
that the r-th principal submatrix of B is of full rank. Consider a new Laurent differential
polynomial system P̃ = PT ∪ {Lr+1, . . . ,Ln}. This system is also Laurent differentially

essential since the symbolic support matrix of
M1k1
M10

, . . . ,
Mrkr

Mr0
, yr+1, . . . , yn is of full rank.

And R is also the sparse differential resultant of P̃, for PT is the rank-essential subsystem
of P̃. The order vector of Li is (0, . . . , 0) for i = r + 1, . . . , n. So Jac(P̃î) = Jac(ATî) for
i = 0, . . . , r. By Theorem 5.10, ord(R,ui) ≤ Jac((ATî) for i = 0, . . . , r. �

Example 5.17 Continue from Example 4.23. The corresponding order matrix is

A =




0 0 0
0 0 1
0 0 1
o o o


 .

Here R = u01u10((u21u10)
′u20u11 − u21u10(u20u11)

′) − u01u10u
2
20u

2
11. Clearly, ord(R,u0) =

0, ord(R,u1) = ord(R,u2) = 1, and ord(R,u3) = −∞. But J0 = J1 = J2 = o + 1, J3 = 1,
and ord(R,ui) ≪ Ji for i = 0, 1, 2. If using Theorem 5.16, then AT consists of the first three
rows of A and Jacobi numbers for AT are 1, 1, 1 respectively, which give much better bounds
for the sparse differential resultant.

With Theorem 5.10, property 2) of Theorem 1.2 is proved.

5.3 Differential toric variety and sparse differential resultant

In this section, we will introduce the concept of differential toric variety and establish its
relation with the sparse differential resultant.

We will deal with the special case when all theAi coincide with each other, i.e., A0 = · · · =
An = A. In this case, A is said to be Laurent differentially essential when A0, . . . ,An form
a Laurent differentially essential system. Let A = {M0 = (Y[o])α0 ,M1 = (Y[o])α1 , . . . ,Ml =
(Y[o])αl} be Laurent differentially essential where αk ∈ Zn(o+1). Then by Definition 3.6,

l ≥ n and there exist indices k1, . . . , kn ∈ {1, . . . , l} such that (Y[o])
αk1

(Y[o])α0
, . . . , (Y

[o])αkn

(Y[o])α0
are

differentially independent over Q. Let

Pi = ui0M0 + ui1M1 + · · ·+ uilMl (i = 0, . . . , n)

be n+ 1 generic Laurent differential polynomials w.r.t A.
Consider the following map

φA : (E∧)n −→ P(l)
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defined by
φA(ξ1, . . . , ξn) = ((ξ[o])α0 , (ξ[o])α1 , . . . , (ξ[o])αl) (13)

where P(l) is the l-dimensional differential projective space over E and ξ = (ξ1, . . . , ξn)
∈ (E∧)n. Note that ((ξ[o])α0 , (ξ[o])α1 , . . . , (ξ[o])αl) is never the zero vector since ξi ∈ E∧ for all
i. Thus φA is well defined on all of (E∧)n, though the image of φA need not be a differential
projective variety of P(l). Now we give the definition of differential toric variety.

Definition 5.18 The Kolchin projective differential closure of the image of φA is defined to

be the differential toric variety w.r.t. A, denoted by XA. That is, XA = φA
(
(E∧)n

)
.

Then we have the following theorem.

Theorem 5.19 XA is an irreducible projective differential variety over Q of dimension n.

Proof: Denote PN
i =

∑l
k=0 uikNk (i = 0, . . . , n) where Nk ∈ m. Clearly, Mk/M0 =

Nk/N0 (k = 1, . . . , l). Let J = [N0z1 − N1z0, . . . , N0zl − Nlz0] : m ∈ Q{Y; z0, z1, . . . , zl},
where m denotes the set of all differential monomials in Y. Let η = (η1, . . . , ηn) be a generic

point of [0] over Q and v a differential indeterminate over Q〈η〉. Let θ = (v, N1(η)
N0(η)

v, . . . , Nl(η)
N0(η)

v).

We claim that (η; θ) is a generic point of J which follows that J is a prime differential ideal.
Indeed, on the one hand, since each N0zi − Niz0 (i = 1, . . . , l) vanishes at (η; θ) and η an-
nuls none of the elements of m, (η; θ) is a common zero of J . On the other hand, for any
f ∈ Q{Y; z0, z1, . . . , zl} which vanishes at (η; θ), let f1 be the differential remainder of f
w.r.t. N0zi −Niz0 (i = 1, . . . , l) under the elimination ranking z1 ≻ . . . ≻ zl ≻ z0 ≻ Y. Then
f1 ∈ Q{Y; z0} satisfies that Na

0 f ≡ f1 mod [N0z1 − N1z0, N0z2 − N2z0, . . . , N0zl − Nlz0].
Since f(η; θ) = 0, f1(η1, . . . , ηn, v) = 0, and f1 = 0 follows. Thus, f ∈ J and the claim is
proved.

Let J1 = J ∩ Q{z0, z1, . . . , zl}. Then J1 is a prime differential ideal with a generic
point θ. Denote z = (z0, z1, . . . , zl). For any f ∈ J1 : z, since z0f ∈ J1, z0f vanishes
at θ and f(θ) = 0 follows. So f ∈ J1, and it follows that J1 : z = J1. And for any
f ∈ J1 ⊂ J and any differential indeterminate λ over Q〈η, v〉, let f(λz) =

∑
φ(λ)fφ(z)

where φ(λ) are distinct differential monomials in λ and fφ(z) ∈ Q{z}. Then f(λθ) =
0 =

∑
φ(λ)fφ(θ). So each fφ(θ) = 0 and fφ ∈ J1 follows. Thus, f(λz) ∈ Q{λ}J1. By

Definition 2.2, J1 is a differentially homogenous differential ideal. Then V = V(J1) is an
irreducible projective differential variety in P(l). Since θ is a generic point of V , dim(V ) =

d.tr.degQ〈N1(η)
N0(η)

, . . . , Nl(η)
N0(η)

〉/Q = n. If we can show XA = V , then it follows that XA is an
irreducible projective differential variety of dimension n.

For any point ξ ∈ (E∧)n, it is clear that (ξ;N0(ξ), N1(ξ), . . . , Nl(ξ)) is a differential zero
of J and consequently (N0(ξ), N1(ξ), . . . , Nl(ξ)) ∈ V(J1) = V . So φ(ξ) = (N0(ξ), N1(ξ), . . . ,

Nl(ξ)) ∈ V . Thus φA
(
(E∧)n

)
⊆ V and XA = φA

(
(E∧)n

)
⊆ V follows. Conversely, since

φ(η) = (1, N1(η)
N0(η)

, . . . , Nl(η)
N0(η)

) ∈ XA is the generic point of V , V ⊆ XA. Thus, V = XA. �

Now, suppose z0, . . . , zl are the homogenous coordinates of P(l). Let

Li = ui0z0 + ui1z1 + · · ·+ uilzl (i = 0, . . . , n)
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be generic differential hyperplanes in P(l). Then, clearly, Pi = Li ◦ φA. In the following, we
will explore the close relation between ResA and the differential Chow form of XA. Before
doing so, we first recall the concept of projective differential Chow form ([36]).

Let V be an irreducible projective differential variety of dimension d over Q with a
generic point ξ = (ξ0, ξ1, . . . , ξl). Suppose ξ0 6= 0. Let Li = −

∑l
k=0 uikzk (i = 0, . . . , d)

be d + 1 generic projective differential hyperplanes. Denote ζi = −
∑l

k=1 uikξ
−1
0 ξk (i =

0, . . . , d) and ui = (ui0, . . . , uil). Then we showed in [36] that the prime ideal I(ζ0, . . . , ζd)
over Q〈∪iui\{ui0}〉 is of codimension one. That is, there exists an irreducible differential
polynomial F ∈ Q{u0, . . . ,ud} such that I(ζ0, u01, . . . , u0l; . . . ; ζd, ud1, . . . , udl) = sat(F ).
This F is defined to be the differential Chow form of V(I) or I. We list one of its properties
which will be used in this section.

Theorem 5.20 [36, Theorem 4.7] Let F (u0,u1, . . . ,ud) be the differential Chow form of V
with ord(F ) = h and SF = ∂F

∂u
(h)
00

. Suppose that ui are differentially specialized over Q to

sets vi ⊂ E and Pi are obtained by substituting ui by vi in Pi (i = 0, . . . , d). If Pi = 0 (i =
0, . . . , d) meet V , then sat(F ) vanishes at (v0, . . . ,vd). Furthermore, if F (v0, . . . ,vd) = 0
and SF (v0, . . . ,vd) 6= 0, then the d+1 differential hyperplanes Pi = 0 (i = 0, . . . , d) meet V .

With the above preparations, we now proceed to show that the sparse differential resul-
tant is just the differential Chow form of XA.

Theorem 5.21 Let ResA be the sparse differential resultant of P0, . . . ,Pn. Then ResA is
the differential Chow form of XA with respect to the generic hyperplanes Li (i = 0, . . . , n).

Proof: By the proof of Theorem 5.19, XA is an irreducible projective differential variety
of dimension n with a generic point (1, M1(η)

M0(η)
, . . . , Ml(η)

M0(η)
). Let ζi = −

∑l
k=1 uik

Mk(η)
M0(η)

(i =

0, . . . , n). Then sat(Chow(XA)) = I((ζ0, u01, . . . , u0l; . . . ; ζn, un1, . . . , unl)). And by the def-
inition of sparse differential resultant, sat(ResA) = I((ζ0, u01, . . . , u0l; . . . ; ζn, un1, . . . , unl)).
By Lemma 2.3, Chow(XA) and ResA can only differ at most by a nonzero element in Q.
Thus, ResA is just the differential Chow form of XA. �

Based on Theorem 5.20, we give another characterization of the vanishing of sparse
differential resultants below, where the zeros are taken from E instead of E∧.

Corollary 5.22 Let L̄i = vi0z0+vi1z1+ · · ·+vilzl = 0 (i = 0, . . . , n) be projective differential

hyperplanes over E with vi = (vi0, . . . , vil). Denote ord(ResA) = h and SR = ∂ResA
∂u

(h)
00

. If XA

meets L̄i = 0 (i = 0, . . . , n), then ResA(v0, . . . ,vn) = 0. And if ResA(v0, . . . ,vn) = 0 and
SR(v0, . . . ,vn) 6= 0, then XA meets L̄i = 0 (i = 0, . . . , n).

Proof: It follows directly from Theorems 5.21 and 5.20. �

Example 5.23 Continue from Example 3.17. Following the proof of Theorem 5.19, consider
J = [y1z1 − y′1z0, y1z2 − y21z0] : m. It is easy to show that XA is the general component of
z1z2 − (z0z

′
2 − z′0z2), that is, XA = V(sat(z1z2 − (z0z

′
2 − z′0z2))). And ResA is equal to the

differential Chow form of XA.

By Theorems 5.19 and 5.21, property 4) of Theorem 1.2 is proved.
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5.4 Poisson-type product formulas

In this section, we prove formulas for sparse differential resultants, which are similar to the
Poisson-type product formulas for multivariate resultants [40].

Denote ord(R,ui) by hi (i = 0, . . . , n), and suppose h0 ≥ 0. Let ũ = ∪n
i=0ui \ {u00} and

Q0 = Q〈ũ〉(u
(0)
00 , . . . , u

(h0−1)
00 ). Consider R as an irreducible algebraic polynomial r(u

(h0)
00 ) in

Q0[u
(h0)
00 ]. In a suitable algebraic extension field of Q0, r(u

(h0)
00 ) = 0 has t0 = deg(r, u

(h0)
00 ) =

deg(R, u
(h0)
00 ) roots γ1, . . . , γt0 . Thus

R(u0,u1, . . . ,un) = A

t0∏

τ=1

(u
(h0)
00 − γτ ) (14)

where A ∈ Q〈u1, . . . ,un〉[u
[h0]
0 \u

(h0)
00 ]. For each τ such that 1 ≤ τ ≤ t0, let

Qτ = Q0(γτ ) = Q〈ũ〉(u
(0)
00 , . . . , u

(h0−1)
00 , γτ ) (15)

be an algebraic extension field of Q0 defined by r(u
(h)
00 ) = 0. We will define a derivation

operator δτ on Qτ so that Qτ becomes a δτ -field. This can be done in a very natural way.

For e ∈ Q〈ũ〉, define δτe = δe = e′. Define δiτu00 = u
(i)
00 for i = 0, . . . , h0 − 1 and

δh0
τ u00 = γτ .

Since R, regarded as an algebraic polynomial r in u
(h0)
00 , is a minimal polynomial of γτ , SR =

∂R

∂u
(h0)
00

does not vanish at u
(h0)
00 = γτ . Now, we define the derivatives of δiτu00 for i > h0 by

induction. Firstly, since r(γτ ) = 0, δτ (r(γτ )) = SR
∣∣
u
(h0)
00 =γτ

δτ (γτ )+T
∣∣
u
(h0)
00 =γτ

= 0, where T =

R′ − SRu
(h0+1)
00 . We define δh0+1

τ u00 to be δτ (γτ ) = − T
SR

∣∣∣
u
(h0)
00 =γτ

. Supposing the derivatives

of δh0+j
τ u00 with order less than j < i have been defined, we now define δh0+i

τ u00. Since

R(i) = SRu
(h0+i)
00 + Ti is linear in u

(h0+i)
00 , we define δh0+i

τ u00 to be − Ti

SR

∣∣∣
u
(h0+j)
00 =δ

h0+j
τ u00,j<i

.

In this way, (Qτ , δτ ) is a differential field which can be considered as a finitely generated
differential extension of Q〈ũ〉. Recall that Q〈ũ〉 is a finitely generated differential extension
field of Q contained in E . By the definition of universal differential extension field, there
exists a differential extension field G ⊂ E of Q〈ũ〉 and a differential isomorphism ϕτ over
Q〈ũ〉 from (Qτ , δτ ) to (G, δ). Summing up the above results, we have

Lemma 5.24 (Qτ , δτ ) defined above is a finitely generated differential extension field of
Q〈ũ〉, which is differentially Q〈ũ〉-isomorphic to a subfield of E.

Let p be a differential polynomial in F{u0,u1, . . . ,un} = F{ũ, u00}. For convenience, by

the symbol p
∣∣∣
u
(h0)
00 =γτ

, we mean substituting u
(h0+i)
00 by δiτγτ (i ≥ 0) in p. Similarly, by saying

p vanishes at u
(h0)
00 = γτ , we mean p

∣∣∣
u
(h0)
00 =γτ

= 0. It is easy to prove the following lemma.

Lemma 5.25 Let p be a differential polynomial in F{ũ, u00}. Then p ∈ sat(R) if and only

if p vanishes at u
(h0)
00 = γτ .

43



When a differential polynomial p ∈ Q〈ũ〉{Y} vanishes at a point η ∈ Qn
τ , it is easy to

see that p vanishes at ϕτ (η) ∈ En. For convenience, by saying η is in a differential variety V
over Q〈ũ〉, we mean ϕτ (η) ∈ V .

With these preparations, we now give the following theorem.

Theorem 5.26 Let R(u0,u1, . . . ,un) be the sparse differential resultant of P0, . . . ,Pn with

ord(R,u0) = h0 ≥ 0. Let deg(R, u
(h0)
00 ) = t0. Then there exist ξτk in an extension field

(Qτ , δτ ) of (Q〈ũ〉, δ) for τ = 1, . . . , t0 and k = 1, . . . , l0 such that

R = A

t0∏

τ=1

(u00 +

l0∑

k=1

u0kξτk)
(h0), (16)

where A is a polynomial in Q〈u1, . . . ,un〉[u
[h0]
0 \u

(h0)
00 ]. Note that equation (16) is formal and

should be understood in the following precise meaning: (u00 +
∑n

ρ=1 u0ρξτρ)
(h0) △

= δh0u00 +

δh0
τ (

∑n
ρ=1 u0ρξτρ).

Proof: We will follow the notations introduced in the proof of Lemma 5.24. Since R is

irreducible, we have Rτ0 = ∂R

∂u
(h0)
00

∣∣∣
u
(h0)
00 =γτ

6= 0. Let ξτρ = Rτρ

/
Rτ0 (ρ = 1, . . . , l0), where

Rτρ = ∂R

∂u
(h0)
0ρ

∣∣∣
u
(h0)
00 =γτ

. Note that Rτρ and ξτρ are in Fτ . We will prove

γτ = −δh0
τ (u01ξτ1 + u02ξτ2 + · · ·+ u0l0ξτl0).

Differentiating the equality R(u; ζ0, ζ1, . . . , ζn) = 0 w.r.t. u
(h0)
0ρ , we have

∂R

∂u
(h0)
0ρ

+
∂R

∂u
(h0)
00

(−
M0ρ(η)

M00(η)
) = 0, (17)

where ∂R

∂u
(h0)
0ρ

are obtained by substituting ζi to ui0 (i = 0, 1, . . . , n) in ∂R

∂u
(h0)
0ρ

. Multiplying u0ρ

to the above equation and for ρ from 1 to l0, adding them together, we have

l0∑

ρ=1

u0ρ
∂R

∂u
(h0)
0ρ

+
∂R

∂u
(h0)
00

(
−

l0∑

ρ=1

u0ρ
M0ρ(η)

M00(η)

)
=

l0∑

ρ=1

u0ρ
∂R

∂u
(h0)
0ρ

+ ζ0
∂R

∂u
(h0)
00

= 0.

Thus, q =
∑l0

ρ=1 u0ρ
∂R

∂u
(h0)
0ρ

+ u00
∂R

∂u
(h0)
00

∈ sat(R). Since q is of order not greater than R, it

must be divisible by R. Since q and R have the same degree, there exists an a ∈ Q such that

q = aR. Setting u
(h0)
00 = γτ in both sides of q = aR, we have

∑l0
ρ=1 u0ρRτρ + u00Rτ0 = 0.

Hence, as an algebraic equation, we have

u00 +

l0∑

ρ=1

u0ρξτρ = 0 (18)
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under the constraint u
(h0)
00 = γτ . Equivalently, the above equation is valid in (Fτ , δτ ). As a

consequence, γτ = −δh0
τ (

∑l0
ρ=1 u0ρξτρ). Substituting them into equation (14), the theorem

is proved. �

Note that the quantities ξτρ are not expressions in terms of yi. In the following theorem,
we will show that if {Ai (i = 0, . . . , n)} satisfies certain conditions, Theorem 5.26 can be
strengthened to make ξτρ as productions of certain values of yi and its derivatives. Following
the notations introduced before Lemma 5.31, we have

Theorem 5.27 Assume that 1) any n of the Ai (i = 0, . . . , n) form a differentially indepen-
dent set and 2) for each j = 1, . . . , n, ej ∈ SpanZ{αik − αi0 : k = 1, . . . , li; i = 0, . . . , n}.
Then there exist ητk (τ = 1, . . . , t0; k = 1, . . . , n) such that

R = A

t0∏

τ=1

(
u00 +

l0∑

k=1

u0k
M0k(ητ )

M00(ητ )

)(h0)

(19)

= A

t0∏

τ=1

[
P0(ητ )

M00(ητ )

](h0)

, where ητ = (ητ1, . . . , ητn).

Moreover, ητ (τ = 1, . . . , t0) lies on P1, . . . ,Pn.

Proof: Follow the notations in this section and those introduced before Lemma 5.31. By
condition 1), each hi ≥ 0. Denote PN

i = MiPi (i = 0, . . . , n) where Mi are Laurent dif-
ferential polynomials. Then (η; ζ0, u01, . . . , u0l0 ; . . . ; ζn, un1, . . . , unln) is a generic point of
[PN

0 , . . . ,P
N
n ] : m where η = (η1, . . . , ηn) is a generic point of [0] over Q〈u〉 and ζi =

−
∑li

k=1 uik
Mik(η)
Mi0(η)

. By the proof of Lemma 5.31, there exist Sj and Tj which are products of

nonnegative powers of ∂R

∂u
(hi)

ik

such that Sjyj − Tj ∈ [PN
0 , . . . ,P

N
n ] : m. That is, ηj = Tj/Sj

for j = 1, . . . , n, where Tj, Sj are obtained by substituting (u00, . . . , un0) = (ζ0, . . . , ζn)
in Tj , Sj respectively. Since R is an irreducible polynomial, every ∂R

∂u
(hi)

ik

does not van-

ishes at u
(h0)
00 = γτ . Let ητj =

Tj

Sj

∣∣
u
(h0)
00 =γτ

and ητ = (ητ1, . . . , ητn). By (17), M0k(η)
M00(η)

=

n∏
j=1

s0∏
k=0

(η
(k)
j )(α0k−α00)jk = ∂R

∂u
(h0)
0k

/
∂R

∂u
(h0)
00

. So
n∏

j=1

s0∏
k=0

[(
Tj

Sj

)(k)](α0k−α00)jk
= ∂R

∂u
(h0)
0k

/
∂R

∂u
(h0)
00

. Let

S be the differential polynomial set consisting of ∂R

∂u
(hi)
ik

and (Sj)
m+1

(Tj

Sj

)(m)
for all i =

0, . . . , n; k = 0, . . . , li; j = 1, . . . , n and m ∈ N. By Corollary 3.12, there exists a finite set S1

of S and a ∈ N such that H =
( ∏
S∈S1

S
)a( n∏

j=1

s0∏
k=0

[(
Tj/Sj

)(k)](α0k−α00)jk − ∂R

∂u
(h0)
0k

/
∂R

∂u
(h0)
00

)
∈

sat(R). By Lemma 5.25, H vanishes at u
(h0)
00 = γτ . And by the proof of Theorem 5.29,

S ∩ sat(R) = ∅. So ξτk = M0k(ητ )
M00(ητ )

. By Theorem 5.26, R = A
∏t0

τ=1(u00 +
l0∑

k=1

u0kξτk)
(h0).

Thus, (19) follows.
To prove the second part of this theorem, we need first to show that δkτ ητj 6= 0 for

each k ≥ 0. Suppose the contrary, that is, there exists some k such that δkτ ητj = 0. From
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ητj =
Tj

Sj

∣∣
u
(h0)
00 =γτ

, δkτ ητj =
(Tj

Sj

)(k)∣∣
u
(h0)
00 =γτ

= 0. Thus, Sk+1
j

(Tj

Sj

)(k)
∈ sat(R). It follows that

η
(k)
j =

(Tj

Sj

)(k)
= 0, a contradiction to the fact that ηj is a differential indeterminate.

Follow the above procedure, we can show that Mik(ητ )
Mi0(ητ )

= ∂̂R

∂u
(hi)
ik

/
∂̂R

∂u
(hi)
i0

where ∂̂R

∂u
(hi)
ik

=

∂R

∂u
(hi)
ik

∣∣∣
u
(h0)
00 =γτ

. From (20), it is easy to show that
∑li

k=0 uik
∂R

∂u
(hi)
ik

= bR for some b in Q. So,

for each i 6= 0,
∑li

k=0 uik
∂̂R

∂u
(hi)
ik

= 0. It follows that for each i 6= 0, Pi(ητ ) =
∑li

k=0 uikMik(ητ ) =

Mi0(ητ )

∂̂R

∂u
(hi)
i0

(∑li
k=0 uik

∂̂R

∂u
(hi)

ik

)
= 0. So ητ lies on P1, . . . ,Pn. �

Under the conditions of Theorem 5.27, we further have the following theorem.

Theorem 5.28 The elements ητ (τ = 1, . . . , t0) defined in Theorem 5.27 are generic points
of the prime ideal [PN

1 , . . . ,P
N
n ] :m ⊂ Q〈û〉{Y}, where û = ∪n

i=1ui.

Proof: Follow the notations in this section. Let J0 = [PN
1 , . . . ,P

N
n ] : m ⊂ Q{Y, û} and

J = [PN
1 , . . . ,P

N
n ] : m ⊂ Q〈û〉{Y}. Similar to the proof of Theorem 3.9, it is easy to show

that J0 is a prime differential ideal. And by condition 1), J0 ∩Q{û} = [0]. Thus, J = [J0]
is a prime differential ideal and J ∩ Q{Y, û} = J0. Let ξ = (ξ1, . . . , ξn) be a generic point
of J . Then (ξ; û) is a generic point of J0. Let β = −

∑l0
k=1 u0kM0k(ξ)/M00(ξ). Then

(ξ;β, u01, . . . , u0l0 ; û) is a generic point of I = [PN
0 ,P

N
1 , . . . ,P

N
n ] : m ⊂ Q{Y;u0, û}. Since

Sjyj − Tj ∈ I (j = 1, . . . , n), ξj =
Tj

Sj
(β, u01, . . . , u0l0 ; û).

By Theorem 5.27, ητ is a common non-polynomial solution of PN
i = 0 (i = 1, . . . , n), thus

also a differential zero of J . Recall ητj =
Tj

Sj

∣∣
u
(h0)
00 =γτ

. If f is any differential polynomial in

Q〈û〉{Y} such that f(ητ ) = 0, then f(T1
S1
, . . . , Tn

Sn
)
∣∣
u
(h0)
00 =γτ

= 0. There exist aj ∈ N such that

g =
∏

j S
aj
j f(

T1
S1
, . . . , Tn

Sn
) ∈ Q{Y;u0, û}. Then g|u(h0)

00 =γτ
= 0. By Lemma 5.25, g ∈ sat(R)

while Sj 6∈ sat(R). As a consequence, g(β, u01, . . . , u0l0 ; û) = 0 and Sj(β, u01, . . . , u0l0 ; û) 6=
0. It follows that f(ξ1, . . . , ξn) = 0 and f ∈ J . Thus, ητ is a generic point of J . �

With Theorems 5.26, 5.27, and 5.28, property 4) of Theorem 1.2 is proved.

5.5 Structures of non-polynomial solutions

In this section, we will analyze the structures of the non-polynomial solutions. Firstly, we
will give the following theorem which shows the relation between the original differential
system and their sparse differential resultant.

Let Ai (i = 0, . . . , n) be a Laurent differentially essential system of monomial sets. Then
by Theorem 4.21, Ai (i = 0, . . . , n) can be divided into two disjoint sets {Ai : i ∈ T} and
{Ai : i ∈ {0, 1, . . . , n}\T}, where T ⊆ {0, 1, . . . , n} is rank essential. In this section, we
will assume that {0, 1, . . . , n} is rank essential, that is, any n of the Ai (i = 0, . . . , n) form
a differentially independent set, which is equivalent to the fact that each ui occurs in R
effectively.
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Theorem 5.29 Let Pi =
∑li

k=0 uikMik (i = 0, . . . , n) be a system of differential polynomials
such that any n of the Pi form a differentially independent set. Let R(u0, . . . ,un) be the
sparse differential resultant of Pi with ord(R,ui) = hi. Denote Qik = ∂R

∂u
(hi)
i0

Mik −
∂R

∂u
(hi)

ik

Mi0

and S to be the set consisting of ∂R

∂u
(hi)
i0

(i = 0, . . . , n) and (y
(k)
i )1≤i≤n;k≥0. Then

[P0, . . . ,Pn] :m = [R, (Qik)0≤i≤n;1≤k≤li ] : S
∞

in Q{Y,u0, . . . ,un}.

Proof: Let I = [P0, . . . ,Pn] :m. Following the notations in the proof of Theorem 3.9, I is a
prime differential ideal with a generic point (η; ζ0, u01, . . . , u0l0 ; . . . ; ζn, un1, . . . , unln) where

ζi = −
∑li

k=1 uik
Mik(η)
Mi0(η)

. By the definition of sparse differential resultant, I∩Q{u0, . . . ,un} =

sat(R). Differentiating the equality R(u; ζ0, ζ1, . . . , ζn) = 0 w.r.t. u
(hi)
ik , we have

∂R

∂u
(hi)
ik

+
∂R

∂u
(hi)
i0

(−
Mik(η)

Mi0(η)
) = 0 (20)

where ∂R

∂u
(hi)

ik

are obtained by substituting ζi to ui0 (i = 0, 1, . . . , n) in ∂R

∂u
(hi)

ik

. Let Qik =

∂R

∂u
(hi)
i0

Mik −
∂R

∂u
(hi)
ik

Mi0. Clearly, Qik ∈ I.

Since any n of the Pi form a differentially independent set, ord(R,ui) ≥ 0. Substitut-
ing Mik by

(
Qik + Mi0

∂R

∂u
(hi)
ik

)
/ ∂R

∂u
(hi)
i0

in each Pi, we have Pi =
∑li

k=0 uikMik = ui0Mi0 +
∑li

k=1 uik
(
Qik +Mi0

∂R

∂u
(hi)
ik

)
/ ∂R

∂u
(hi)
i0

. So ∂R

∂u
(hi)
i0

Pi =
∑li

k=1 uikQik + (
∑li

k=0 uik
∂R

∂u
(hi)
ik

)Mi0. Since

Qik ∈ I,
∑li

k=0 uik
∂R

∂u
(hi)

ik

∈ I. Thus, there exists some a ∈ Q such that
∑li

k=0 uik
∂R

∂u
(hi)

ik

= aR.

It follows that Pi ∈ [R, (Qik)0≤i≤n;1≤k≤li ] : S
∞. For any differential polynomial f ∈ I, there

exists a differential monomialM ∈m such thatMf ∈ [P0, . . . ,Pn] ⊂ ([R, (Qik)0≤i≤n;1≤k≤li ] :
S∞). Thus, f ∈ [R, (Qik)0≤i≤n;1≤k≤li ] : S

∞ and I ⊆ [R, (Qik)0≤i≤n;1≤k≤li ] : S
∞ follows.

Conversely, for any differential polynomial g ∈ [R, (Qik)0≤i≤n;1≤k≤li ] : S
∞, there exist some

differential monomial M and some b ∈ N such that M(
∏

i
∂R

∂u
(hi)
i0

)bg ∈ [R, Qik] ⊂ I. Since I

is a prime differential ideal, g ∈ I. Hence, I = [R, (Qik)0≤i≤n;1≤k≤li ] : S
∞. �

Theorem 5.29 shows that under the condition R = 0, the non-polynomial solutions of
Pi = 0(i = 0, . . . , n) are the solutions of some differential polynomials of two terms.

Corollary 5.30 Let P0, . . . ,Pn be a Laurent differentially essential system of the form (2)
and R(u0, . . . ,un) its sparse differential resultant. Suppose ord(R,u0) = h0 ≥ 0 and denote
SR = ∂R

∂u
(h0)
00

. Suppose that when ui (i = 0, . . . , n) are specialized to sets vi which are elements

in an extension field of F , Pi are specialized to Pi (i = 0, . . . , n). Suppose SR(v0, . . . ,vn) 6= 0.
If Pi = 0(i = 0, . . . , n) have a common non-polynomial differential solution ξ, then for each
k, we have

M0k(ξ)

M00(ξ)
=

∂R

∂u
(h0)
0k

(v0, . . . ,vn)
/
SR(v0, . . . ,vn). (21)
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Proof: Denote PN
i = MiPi (i = 0, . . . , n) where Mi are Laurent differential monomials.. By

the proof of Theorem 5.29, for each k = 1, . . . , l0, the polynomial SRM0M0k−
∂R

∂u
(h0)
0k

M0M00 ∈

[PN
0 , . . . ,P

N
n ] : m. Thus, if ξ is a common non-polynomial differential solution of Pi = 0,

then SR(v0, . . . ,vn) ·M0k(ξ)−
∂R

∂u
(h0)
0k

(v0, . . . ,vn)M00(ξ) = 0. Since SR(v0, . . . ,vn) 6= 0, (21)

follows. �

We conclude this section by giving a sufficient condition for a differentially essential
system to have a unique non-polynomial solution.

Follow the notations in section 3.2, that is, Ai = {Mi0,Mi1, . . . ,Mili} are finite sets of

Laurent differential monomials where Mik = (Y[si])αik , and Pi =
li∑

k=0

uikMik (i = 0, . . . , n).

αik ∈ Zn(si+1) is an exponent vector written in terms of the degrees of y1, . . . , yn, y
′
1, . . . , y

′
n,

. . . , y
(si)
1 , . . . , y

(si)
n . Let o = maxi{si}. Of course, every vector in Zn(si+1) can be embedded

in Zn(o+1). Let ei be the exponent vector for yi in Zn(o+1) whose i-th coordinate is 1 and
other coordinates are equal to zero.

Lemma 5.31 Assume that 1) any n of the Ai (i = 0, . . . , n) form a differentially independent
set and 2) for each j = 1, . . . , n, ej ∈ SpanZ{αik − αi0 : k = 1, . . . , li; i = 0, . . . , n}. Denote
ord(R,ui) = hi where R(u0, . . . ,un) = ResA0,...,An . Let Pi be a specialization of Pi with
coefficient vector vi (i = 0, . . . , n). If R(v0, . . . ,vn) = 0 and ∂R

∂u
(hi)
ik

(v0, . . . ,vn) 6= 0 for each

i and k, then Pi = 0 (i = 0, . . . , n) have at most one common non-polynomial solution.

Proof: By hypothesis 1), each hi ≥ 0. Denote PN
i =MiPi where Mi are Laurent differential

monomials. Similar to procedures to derive equation (20), we have Mik(η)
Mi0(η)

= ∂R

∂u
(hi)

ik

/
∂R

∂u
(hi)
i0

,

where ∂R

∂u
(hi)

ik

are obtained by substituting ζi to ui0 (i = 0, 1, . . . , n) in ∂R

∂u
(hi)

ik

. By hypoth-

esis 2), there exist tjik ∈ Z such that
∑

i,k tjik(αik − αi0) = ej for j = 1, . . . , n. So
∏

i,k

(
Mik

Mi0

)tjik
= yj. Thus,

∏
i,k

(
Mik(η)
Mi0(η)

)tjik
= ηj =

∏
i,k

(
∂R

∂u
(hi)

ik

/
∂R

∂u
(hi)
i0

)tjik . It follows

that Sjyj − Tj ∈ [PN
0 , . . . ,P

N
n ] : m where Sj and Tj are products of nonnegative pow-

ers of ∂R

∂u
(hi)
ik

obtained from the above identity. Since ∂R

∂u
(hi)
ik

(v0, . . . ,vn) 6= 0 for each i

and k, Tj(v0, . . . ,vn) · Sj(v0, . . . ,vn) 6= 0. Let ȳj = Tj(v0, . . . ,vn)/Sj(v0, . . . ,vn). If
ξ = (ξ1, . . . , ξn) is any common non-polynomial solution of Pi = 0 (i = 0, . . . , n), then
ξj = Tj(v0, . . . ,vn)/Sj(v0, . . . ,vn) = ȳj. Thus ξ = (ȳ1, . . . , ȳn) and Pi = 0 (i = 0, . . . , n)
have at most one common non-polynomial solution. �

Theorem 5.32 Assume that 1) any n of the Ai (i = 0, . . . , n) form a differentially indepen-
dent set and 2) for each j = 1, . . . , n, ej ∈ SpanZ{αik − αi0 : k = 1, . . . , li; i = 0, . . . , n}.
Denote ord(R,ui) = hi where R(u0, . . . ,un) = ResA0,...,An. Let Pi be a specialization of Pi

with coefficient vector vi (i = 0, . . . , n). Then there exists a differential polynomial set S ⊂
Q{u0, . . . ,un} such that V(R)\

⋃
S∈S

V(S) 6= ∅ and whenever (v0, . . . ,vn) ∈ V(R)\
⋃

S∈S
V(S),

Pi = 0 (i = 0, . . . , n) have a unique common non-polynomial solution.
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Proof: Follow the notations in the proof of Lemma 5.31. Denote PN
i = MiPi (i = 0, . . . , n)

where Mi are Laurent differential monomials. Then by the proof of Lemma 5.31, there
exist Sj and Tj which are products of nonnegative powers of ∂R

∂u
(hi)

ik

such that Sjyj − Tj ∈

[PN
0 , . . . ,P

N
n ] :m. Thus, R, S1y1−T1, . . . , Snyn−Tn is a characteristic set of [PN

0 , . . . ,P
N
n ] :m

w.r.t. any elimination ranking uik ≺ y1 ≺ · · · ≺ yn.

Let S be the differential polynomial set consisting of ∂R

∂u
(hi)

ik

and (Sj)
m+1

(Tj

Sj

)(m)
for all

i = 0, . . . , n; k = 0, . . . , li; j = 1, . . . , n and m ∈ N. Firstly, we show that V(R)/
⋃

S∈S
V(S) 6=

∅. Suppose the contrary, viz. V(R) ⊂
⋃
S∈S

V(S). In particular, there exists one S ∈ S

such that S vanishes at the generic point ζ of sat(R). It is obvious that ∂R

∂u
(hi)
ik

does not

vanish at ζ. If (Sj)
m+1

(Tj

Sj

)(m)
vanishes at ζ for some m, (Sj)

m+1
(Tj

Sj

)(m)
∈ sat(R). Since

Sm+1
j y

(m)
j − (Sj)

m+1
(Tj

Sj

)(m)
∈ [PN

0 , . . . ,P
N
n ] : m, it follows that Sm+1

j ∈ [PN
0 , . . . ,P

N
n ] : m, a

contradiction.
Suppose (v0, . . . ,vn) ∈ V(R)/

⋃
S∈S

V(S). Since ∂R

∂u
(hi)

ik

(v0, . . . ,vn) 6= 0 for each i and k,

Tj(v0, . . . ,vn) · Sj(v0, . . . ,vn) 6= 0. Let ȳj =
Tj

Sj
(v0, . . . ,vn) and denote ȳ = (ȳ1, . . . , ȳn).

And for each m ∈ N, ȳ
(m)
j = (

Tj

Sj
)(m)(v0, . . . ,vn) 6= 0. Thus, ȳ ∈ (E∧)n. Since R, S1y1 −

T1, . . . , Snyn − Tn is a characteristic set of [PN
0 , . . . ,P

N
n ] : m, H ·MiPi ≡ 0,mod [R, S1y1 −

T1, . . . , Snyn−Tn] where H is a product of powers of ∂R

∂u
(hi)

ik

. Hence, Mi(ȳ) ·Pi(ȳ) = 0, which

follows that Pi(ȳ) = 0. Thus, ȳ is a non-polynomial common solution of Pi. On the other
hand, for every non-polynomial common solution of Pi, Sj(v0, . . . ,vn)yj − Tj(v0, . . . ,vn)
vanishes at it. Thus, it must be equal to the point ȳ. As a consequence, we have proved that
Pi = 0 have a unique common non-polynomial solution. �

Theorem 5.32 can be rephrased as the following geometric form.

Corollary 5.33 Let Z1(A0, . . . ,An) be a subset of E l0+1 × · · · × E ln+1 consisting of points
(v0, . . . ,vn) for which the corresponding Laurent differential polynomials Fi = 0 (i = 0, . . . , n)
have a unique non-polynomial common solution and Z1(A0, . . . ,An) the Kolchin closure of
Z1(A0, . . . ,An). Then under the condition of Theorem 5.32, we have Z1(A0, . . . ,An) =
V
(
sat(ResA0,...,An)

)
.

Example 5.34 Continue from Example 3.14. In this example, the sparse differential resul-
tant R of P0,P1,P2 is free from the coefficients of P2. The system can be solved as follows:
y1 can be solved from P0 = P1 = 0 and P2 = u10 + u11y

′
2 is of order one in y2 which will

lead to an infinite number of solutions. Thus the system can not have a unique solution This
shows the importance of the first condition in Theorem 5.32.

Example 5.35 Continue from Example 3.15. In this example, the characteristic set of
[P0,P1,P2] w.r.t. the elimination ranking uik ≺ y2 ≺ y1 is R, u11u00y

′
2 − u01u10y2, u01y2y1 +

u00. Here A0,A1,A2 do not satisfy condition 2) and the system {P0,P1,P2} does not have
a unique solution under the condition R = 0.
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5.6 Sparse differential resultant for differential polynomials with non-

vanishing degree zero terms

As pointed out in the preceding sections, for Laurent differential polynomials, non-polynomial
zeros are considered. But, for certain differential polynomials, this condition seems to be
too demanding. In this section, we restrict to consider the sparse differential resultant for
differential polynomials with non-vanishing degree zero terms. To be more precise, consider
n+ 1 differential polynomials of the form

Pi = ui0 +

li∑

k=1

uikMik (i = 0, . . . , n) (22)

where Mik = (Y[si])αik is a monomial in {y1, . . . , yn, . . . , y
(si)
1 , . . . , y

(si)
n } whose exponent

vector αik ∈ Z
n(si+1)
≥0 with |αik| ≥ 1, and all the uik are differentially independent over Q.

Denote Bi = {1,Mi1, . . . ,Mili} (i = 0, . . . , n). The set of exponent vectors Si = {0, αik : k =
1, . . . , li} is called the support of Pi, where 0 is the exponent vector for the constant term.
Denote ui = (ui0, . . . , uili) (i = 0, . . . , n) and u = ∪iui\{ui0}.

Definition 5.36 Let Pi(i = 0, . . . , n) be a differential polynomial system of the form (22).
{P0, . . . ,Pn} is called a differentially essential system if they form a Laurent differentially
essential system when considered as Laurent differential polynomials. In this case, we also
call B0, . . . ,Bn a differentially essential system.

All results for sparse differential resultants proved in the previous sections can be natu-
rally rephrased in this case by just setting Mi0 in (2) to 1. The main difference is that we
do not need to consider non-polynomial solutions and hence results in section 5.5 could be
modified.

First, we show that Theorem 3.9 can be modified as follows.

Theorem 5.37 Let P0, . . . ,Pn be differential polynomials as defined in (22). Then [P0, . . . ,
Pn] is a prime differential ideal in Q{Y,u0, . . . ,un}. And ([P0,P1, . . . ,Pn])∩Q{u0, . . . ,un}
is of codimension 1 if and only if {Pi, i = 0, . . . , n} is a differentially essential system.

Proof: Let η = (η1, . . . , ηn) be a generic point of [0] over Q〈u〉. Denote ζi = −
∑li

k=1 uikMik(η).
It is easy to show that (η; ζ) is a generic point of [P0,P1, . . . ,Pn] ⊂ Q{Y,u0, . . . ,un} where
ζ = (ζ0, u01, . . . , u0l0 ; . . . ; ζn, un1, . . . , unln), and it follows that [P0,P1, . . . ,Pn] is a prime
differential ideal. So [P0,P1, . . . ,Pn] :m = [P0,P1, . . . ,Pn]. By Theorem 3.9, the second part
follows. �

Then, for a differentially essential system {P0, . . . ,Pn} of form (22), its sparse differential
resultant R can be defined as

[P0, . . . ,Pn] ∩Q{u0, . . . ,un} = sat(R). (23)

This equation is different from equation (5) in that the differential ideal [P0, . . . ,Pn] here
is a differential ideal in Q{Y,u0, . . . ,un} while the other one is generated in the Laurent
differential polynomial ring.
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Now we first introduce some notations similar to Section 5.5. Let B0, . . . ,Bn be a dif-
ferentially essential system of monomial sets. For every specific differential polynomial set
(F0, . . . , Fn) with Fi = vi0 +

∑li
k=1 vikMik ∈ E{Y}, we also represent it by (v0, . . . ,vn) ∈

E l0+1 × · · · × E ln+1 where vi = (vi0, vi1, . . . , vili). Let

Z0(B0, . . . ,Bn) = {(v0, . . . ,vn) ∈ E l0+1 × · · · × E ln+1 : F0 = · · · = Fn = 0 have

a common solution in En} (24)

Let Z(B0, . . . ,Bn) be the Kolchin differential closure of Z0(B0, . . . ,Bn) in E l0+1×· · ·×E ln+1.
Note that zeros from E are considered, instead of E∧ as in (6).

The following result shows that the vanishing of sparse differential resultant gives a
necessary condition for the existence of solutions, and as well as gives a sufficient condition
in some sense.

Theorem 5.38 Suppose Bi (i = 0, . . . , n) form a differentially essential system. Then we
have Z(B0, . . . ,Bn) = V

(
sat(ResB0,...,Bn)

)
.

Proof: Since sat(ResB0,...,Bn) ⊂ [P0, . . . ,Pn] ⊂ Q{Y;u0, . . . ,un}, it follows directly that
Z0(B0, . . . ,Bn) ⊆ V

(
sat(ResB0,...,Bn)

)
. Consequently, Z(B0, . . . ,Bn) ⊆ V

(
sat(ResB0,...,Bn)

)
.

For the other direction, follow the notations in the proof of Theorem 5.37. By The-
orem 5.37, [P0, . . . ,Pn] is a prime differential ideal with a generic point (η, ζ) where η =
(η1, . . . , ηn) is a generic point of [0] over Q〈u〉 and ζ = (ζ0, u01, . . . , u0l0 ; . . . ; ζn, un1, . . . , unln).
Let (F0, . . . , Fn) be a set of differential polynomials represented by ζ. Clearly, η is a solu-
tion of Fi = 0. Thus, ζ ∈ Z0(B0, . . . ,Bn) ⊂ Z(B0, . . . ,Bn). Since ζ is a generic point
of sat(ResB0,...,Bn), it follows that V

(
sat(ResB0,...,Bn)

)
⊆ Z(B0, . . . ,Bn). As a consequence,

V
(
sat(ResB0,...,Bn)

)
= Z(B0, . . . ,Bn). �

In the following, we will analyze the properties of the solutions as we did in section 5.5.
The following lemma shows the relation between the original differential system and their
sparse differential resultant, which is a direct consequence of Theorem 5.29.

Lemma 5.39 Let Pi = ui0+
∑li

k=1 uikMik (i = 0, . . . , n) be a system of differential polynomi-
als satisfying that any n of the Pi form a differentially independent set. Let R(u0, . . . ,un) be
the sparse differential resultant of Pi with ord(R,ui) = hi. Denote Qik = ∂R

∂u
(hi)
i0

Mik −
∂R

∂u
(hi)

ik

and S to be the set consisting of ∂R

∂u
(hi)
i0

(i = 0, . . . , n). Then

[P0, . . . ,Pn] = [R, (Qik)0≤i≤n;1≤k≤li ] : S
∞

in Q{Y,u0, . . . ,un}.

Proof: It is a direct consequence of Theorem 5.29 by setting Mi0 = 1 and from the fact that
[P0, . . . ,Pn] :m = [P0, . . . ,Pn] as differential ideals in Q{Y,u0, . . . ,un}. �

Lemma 5.39 shows that under the condition R = 0, the solutions of Pi = 0 (i = 0, . . . , n)
generally are the solutions of some differential polynomials of two terms.
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Corollary 5.40 Let P0, . . . ,Pn be a differentially essential system of the form (22) and
R(u0, . . . ,un) their sparse differential resultant. Suppose ord(R,u0) = h0 ≥ 0 and denote
SR = ∂R

∂u
(h0)
00

. Suppose that when ui (i = 0, . . . , n) are specialized to sets vi over Q which are

elements in an extension field of F , Pi are specialized to Pi (i = 0, . . . , n). If SR(v0, . . . ,vn) 6=
0, in the case that Pi = 0(i = 0, . . . , n) have a common differential solution ξ, then for each
k, we have

M0k(ξ) =
∂R

∂u
(h0)
0k

(v0, . . . ,vn)
/
SR(v0, . . . ,vn). (25)

Proof: By Lemma 5.39, for each k = 1, . . . , l0, the polynomial SRM0k−
∂R

∂u
(h0)
0k

∈ [P0, . . . ,Pn].

Thus, if ξ is a common differential solution of Pi = 0, then SR(v0, . . . ,vn) · M0k(ξ) −
∂R

∂u
(h0)
0k

(v0, . . . ,vn) = 0. Since SR(v0, . . . ,vn) 6= 0, (25) follows. �

In the rest of this section, we will gives a sufficient condition for a differentially essential
system to have a unique solution.

Theorem 5.41 Assume that 1) any n of the Bi (i = 0, . . . , n) form a differentially indepen-
dent set and 2) for each j = 1, . . . , n, ej ∈ SpanZ{αik : k = 1, . . . , li; i = 0, . . . , n}. Denote
ord(R,ui) = hi where R(u0, . . . ,un) = ResA0,...,An . Let Pi be a specialization of Pi over Q

with coefficient vector vi (i = 0, . . . , n). If R(v0, . . . ,vn) = 0 and ∂R

∂u
(hi)
ik

(v0, . . . ,vn) 6= 0 for

each i and k, then Pi = 0 (i = 0, . . . , n) have a unique common solution.

Proof: By hypothesis 1), each hi ≥ 0. By Lemma 5.39, Qik = ∂R

∂u
(hi)
i0

Mik−
∂R

∂u
(hi)
ik

∈ [P0, . . . ,Pn]

⊂ Q{Y;u0, . . . ,un}. Since (η; ζ) is a generic point of [P0, . . . ,Pn], Mik(η) = ∂R

∂u
(hi)
ik

/
∂R

∂u
(hi)
i0

,

where ∂R

∂u
(hi)

ik

are obtained by substituting ζi to ui0 (i = 0, 1, . . . , n) in ∂R

∂u
(hi)

ik

. By hypothesis 2),

there exist tjik ∈ Z such that
∑

i,k tjikαik = ej for j = 1, . . . , n. So
∏

i,k

(
Mik

)tjik = yj. Thus,
∏

i,k

(
Mik(η)

)tjik = ηj =
∏

i,k

(
∂R

∂u
(hi)

ik

/
∂R

∂u
(hi)
i0

)tjik . It follows that Sjyj−Tj ∈ [P0, . . . ,Pn] where

Sj and Tj are products of nonnegative powers of ∂R

∂u
(hi)
ik

obtained from the above identity.

Thus, R,S1y1−T1, . . . , Snyn−Tn is a characteristic set of [P0, . . . ,Pn] w.r.t. any elimination
ranking uik ≺ y1 ≺ · · · ≺ yn. For each Pi, there exists a product Ai of nonnegative powers
of ∂R

∂u
(hi)
ik

such that AiPi ∈ [R, S1y1− T1, . . . , Snyn −Tn]. Now specialize ui to vi over Q (i =

0, . . . , n). Since ∂R

∂u
(hi)

ik

(v0, . . . ,vn) 6= 0 for each i and k, Tj(v0, . . . ,vn) · Sj(v0, . . . ,vn) 6= 0.

Let ȳj = Tj(v0, . . . ,vn)/Sj(v0, . . . ,vn) and ȳ = (ȳ1 . . . , ȳn). Clearly, Pi(ȳ) = 0. Thus, ȳ is a
common solution of Pi (i = 0, . . . , n).

On the other hand, for any solution ξ of Pi, Sj(v0, . . . ,vn)yj − Tj(v0, . . . ,vn) (j =
1, . . . , n) vanishes at it. So ξ = ȳ. As a consequence, we have proved that in this case,
Pi = 0 (i = 0, . . . , n) have a unique solution. �
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6 A single exponential algorithm to compute the sparse dif-

ferential resultant

In this section, we give an algorithm to compute the sparse differential resultant for a Laurent
differentially essential system with single exponential complexity. The idea is to estimate
the degree bounds for the resultant and then to use linear algebra to find the coefficients of
the resultant.

6.1 Degree of algebraic elimination ideal

In this section, we will prove several properties about the degrees of elimination ideals in
the algebraic case, which will be used to estimate the degree bound for sparse differential
resultants.

Let P be a polynomial in K[X] where K is an algebraic field and X = {x1, . . . , xn} a set
of algebraic indeterminates. We use deg(P ) to denote the total degree of P . Let I be a prime
algebraic ideal in K[X] with dimension d. We use deg(I) to denote the degree of I, which
is defined to be the number of solutions of the zero dimensional prime ideal (I,L1, . . . ,Ld)
in K(U)[X], where Li = ui0 +

∑n
j=1 uijxj (i = 1, . . . , d) are d generic hyperplanes [23] and

U = {uij (i = 1, . . . , d, j = 0, . . . , n)}. That is,

deg(I) = |V(I,L1, . . . ,Ld)|. (26)

Clearly, deg(I) = deg(I,L1, . . . ,Li) for i = 1, . . . , d. deg(I) is also equal to the maximal
number of intersection points of V(I) with d hyperplanes under the condition that the
number of these points is finite [25]. That is,

deg(I) = max{|V(I) ∩H1 ∩ · · · ∩Hd| : Hi are affine hyperplanes

such that |V(I) ∩H1 ∩ · · · ∩Hd| <∞} (27)

We investigate the relation between the degree of an ideal and that of its elimination ideal
by proving Theorem 6.2.

Lemma 6.1 Let I be a prime ideal of dimension zero in K[X] and Ik = I ∩K[x1, . . . , xk]
the elimination ideal of I with respect to x1, . . . , xk. Then deg(Ik) ≤ deg(I).

Proof: Since both I and Ik are prime ideals of dimension zero, deg(Ik) = |V(Ik)| and
deg(I) = |V(I)|. To show deg(Ik) ≤ deg(I), it suffices to prove that every point of V(Ik) can
be extended to a point of V(I). Let (ξ1, . . . , ξk) ∈ V(Ik). For any point (η1, . . . , ηn) ∈ V(I),
(η1, . . . , ηk) is a zero point of Ik. So we have K(ξ1, . . . , ξk) ∼= K(η1, . . . , ηk). By [52, Propo-
sition 9, Chapter 1, §3], there exist ξk+1, . . . , ξn such that K(ξ1, . . . , ξn) ∼= K(η1, . . . , ηn).
Thus, (ξ1, . . . , ξn) is a zero of I, which completes the proof. �

Theorem 6.2 Let I be a prime ideal in K[X] and Ik = I ∩K[x1, . . . , xk] for any 1 ≤ k ≤ n.
Then deg(Ik) ≤ deg(I).
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Proof: Suppose dim(I) = d and dim(Ik) = d1. Two cases are considered:

Case (a): d1 = d. Let Pi = ui0 +ui1x1 + · · ·+ uikxk (i = 1, . . . , d). Denote u = {uij : i =
1, . . . , d; j = 0, . . . , k}. Then by [23, Theorem 1, p. 54], J = (Ik,P1, . . . ,Pd) is a prime ideal
of dimension zero in K(u)[x1, . . . , xk] and has the same degree as Ik. We claim that

i) (I,P1, . . . ,Pd) ∩K(u)[x1, . . . , xk] = J .

ii) (I,P1, . . . ,Pd) is a 0-dimensional prime ideal over K(u).
To prove i), it suffices to show that whenever f is in the left ideal, f belongs to J .

Without loss of generality, suppose f ∈ K[u][x1, . . . , xk]. Then there exist hl, qi ∈ K[u][X]
and gl ∈ I such that f =

∑
l hlgl +

∑d
i=1 qiPi. Substituting ui0 = −ui1x1 − · · · − uikxk into

the above equality, we get f̄ =
∑

l h̄lgl ∈ I. Thus, f̄ ∈ Ik. But f ≡ f̄ mod(P1, . . . ,Pd), so
f ∈ J , and i) follows.

To prove ii), let (ξ1, . . . , ξn) be a generic point of I. Denote U0 = {u10, . . . , ud0}. Then
J0 = (I,P1, . . . ,Pd) ⊆ K(u\U0)[X, U0] is a prime ideal of dimension d with a generic point
(ξ1, . . . , ξn, ζ1, . . . , ζd), where ζi = −

∑k
j=1 uijξj (i = 1, . . . , d). Since d1 = d, there exist d

elements in {ξ1, . . . ,ξk} algebraically independent over K. So by [22, p.168-169], ζ1, . . . , ζd
are algebraically independent over K(u\U0). Thus, J0 ∩K(u\U0)[U0] = (0) and ii) follows.

By Lemma 6.1, deg(J ) ≤ deg(I,P1, . . . ,Pd). So by (27), deg(I) ≥ |V(I,P1, . . . ,Pd)| ≥
deg(J ) = deg(Ik).

Case (b): d1 < d. Let Li = ui0 +ui1x1 + · · ·+uinxn (i = 1, . . . , d− d1). By [23, Theorem
1, p. 54], J = (I,L1, . . . , Ld−d1) ⊆ K(u)[X] is a prime ideal of dimension d1 and deg(J ) =
deg(I), where u = {uij : i = 1, . . . , d− d1; j = 0, . . . , n}. Let Jk = J ∩K(u)[x1, . . . , xk]. We
claim that Jk = (Ik) in K(u)[x1, . . . , xk]. Of course, Jk ⊇ (Ik). Since both Jk and (Ik) are
prime ideals and dim((Ik)) = d1, it suffices to prove that dim(Jk) = d1.

Suppose (ξ1, . . . , ξn) is a generic point of I, then (ξ1, . . . , ξk) is that of Ik. Let J0 =
(I,L1, . . . ,Ld−d1) ⊆ K(u\U0)[X, U0], then (ξ1, . . . , ξn,−

∑n
j=1 u1jξj , . . . ,−

∑n
j=1 ud−d1,jξj)

is a generic point of it, where U0 = {u10, . . . , ud−d1,0}. Since dim(Ik) = d1, without loss of
generality, suppose ξ1, . . . , ξd1 is a transcendence basis of K(ξ1, . . . , ξk)/K and ξ1, . . . , ξd1 ,
ξk+1, . . . , ξk+(d−d1) is that ofK(ξ1, . . . , ξn)/K. Then by [22, p.168-169], it is easy to show that
J0∩K(u\U0)[x1, . . . , xd1 , U0] = (0), and Jk∩K(u)[x1, . . . , xd1 ] = 0 follows. So dim(Jk) = d1
and Jk = (Ik).

Since dim(Jk) = dim(J ), by case (a), we have deg(Jk) ≤ deg(J ) = deg(I). Due to the
fact that deg(Jk) = deg((Ik)) = deg(Ik), deg(Ik) ≤ deg(I) follows. �

In this article, we will use the following two results.

Lemma 6.3 [51, Corollary 2.28] Let V1, . . . , Vr ⊂ P
n (r ≥ 2) be pure dimensional projective

varieties in P
n. Then

r∏

i=1

deg(Vi) ≥
∑

C

deg(C)

where C runs through all irreducible components of V1 ∩ · · · ∩ Vr.

Lemma 6.4 [35, Proposition 1, p.151] Let F1, . . . , Fm ∈ K[X] be polynomials generating an
ideal I of dimension r. Suppose deg(F1) ≥ · · · ≥ deg(Fm) and let D :=

∏n−r
i=1 deg(Fi). Then

deg(I) ≤ D.
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6.2 Degree bound for sparse differential resultant

In this section, we give an upper bound for the degree of the sparse differential resultant,
which will be crucial to our algorithm to compute the sparse resultant.

Theorem 6.5 Let P0, . . . ,Pn be a Laurent differentially essential system of form (2) with
Eord(Pi) = ei and deg(PN

i ,Y) = mi. Suppose PN
i =

∑li
k=0 uikNik and Ji is the modified

Jacobi number of {PN
0 , . . . ,P

N
n }\{PN

i }. Denote m = maxi{mi}. Let R(u0, . . . ,un) be the
sparse differential resultant of Pi (i = 0, . . . , n). Suppose ord(R,ui) = hi for each i. Then
the following assertions hold:

1) deg(R) ≤
∏n

i=0(mi + 1)hi+1 ≤ (m+ 1)
∑n

i=0(Ji+1), where m = maxi{mi}.

2) R has a representation

n∏

i=0

N
(hi+1)deg(R)
i0 ·R =

n∑

i=0

hi∑

j=0

Gij

(
PN
i

)(j)
(28)

where Gij ∈ Q[u
[h0]
0 , . . . ,u

[hn]
n ,Y[h]] and h = max{hi + ei} such that deg(Gij(P

N
i )(j)) ≤

[m+ 1 +
∑n

i=0(hi + 1)deg(Ni0)]deg(R).

Proof: 1) By the definition of sparse differential resultant, [PN
0 , . . . ,P

N
n ] :m∩Q{u0, . . . ,un} =

sat(R). Let η = (η1, . . . , ηn) be a generic point of [0]. Denote ζi = −
∑li

k=1 uik
Mik(η)
Mi0(η)

(i =

0, . . . , n). Then (η; ζ0, u01, . . . , u0l0 ; . . . ; ζn, un1, . . . , unln) is a generic point of [PN
0 , . . . ,P

N
n ] :

m. Clearly, PN
0 , . . . ,P

N
n is a characteristic set of [PN

0 , . . . ,P
N
n ] : m w.r.t. the elimination

ranking un0 ≻ · · · ≻ u10 ≻ u00 ≻ u ≻ Y. Taking the differential remainder of R w.r.t. this
characteristic set, we have

∏
Nai

i0R =

n∑

i=0

hi∑

k=0

Gik

(
PN
i

)(k)

for ai ∈ N. Denote h = maxi{hi + ei} and by m[h] we mean the set of all monomials in

Y[h]. Let J =
(
(PN

0 )
[h0], . . . , (PN

n )
[hn]

)
:m[h] be an ideal in R = Q[Y[h],u

[h0]
0 , . . . ,u

[hn]
n ]. Then

R ∈ J . Furthermore, it is easy to show that J is a prime ideal in R with a generic point

(η[h]; ũ, ζ
[h0]
0 , . . . , ζ

[hn]
n ) and J ∩Q[u

[h0]
0 , . . . ,u

[hn]
n ] = (R), where ũ = ∪iu

[hi]
i \{u

[hi]
i0 }. Let Hik

be the homogenous polynomial corresponding to
(
PN
i

)(k)
with x0 the variable of homogeneity.

Then J 0 = ((Hik)1≤i≤n;0≤k≤hi
) : m̃ is a prime ideal in Q[x0,Y

[h],u
[h0]
0 , . . . ,u

[hn]
n ] with a

generic point (v, vη[h]; vũ, vζ
[h0]
0 , . . . , vζ

[hn]
n ) where m̃ is the whole set of monomials in Y[h]

and x0. Then deg(J 0) = deg(J ).

Since V((Hik)1≤i≤n;0≤k≤hi
) = V(J 0) ∪ V(Hik, x0)

⋃
∪j,lV(Hik, y

(l)
j ), V(J 0) is an irre-

ducible component of V((Hik)1≤i≤n;0≤k≤hi
). By Lemma 6.3, deg(J 0) ≤

∏n
i=0

∏hi

k=0(mi+1) =
∏n

i=0(mi + 1)hi+1. Thus, deg(J ) ≤
∏n

i=0(mi + 1)hi+1. Since J ∩ Q[u
[h0]
0 , . . . ,u

[hn]
n ] = (R),

by Theorem 6.2, deg(R) ≤ deg(J ) ≤
∏n

i=0(mi + 1)hi+1 ≤ (m + 1)
∑n

i=0(Ji+1) follows. The
last inequality holds because hi ≤ Ji by Theorem 5.13.
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2) To obtain the degree bounds for this representation for R, we first substitute ui0 by(
PN
i −

∑li
k=1 uikNik

)
/Ni0 into R and then expand it. To be more precise, we take one mono-

mialM(u;u00, . . . , un0) inR(u0, . . . ,un) for an example. DenoteM = uγ
∏n

i=0

∏hi

k=0(u
(k)
i0 )dik

with |γ|+
∑n

i=0

∑hi

k=0 dik = deg(R), where uγ represents a monomial in u and their deriva-

tives with exponent vector γ. Substitute ui0 by
(
PN
i −

∑li
k=1 uikNik

)
/Ni0 into M , we have

M(u;u00, . . . , un0) = uγ

n∏

i=0

hi∏

k=0

(((
PN
i −

li∑

k=1

uikNik

)
/Ni0

)(k)
)dik

.

When expanded, the denominator is of the form
∏n

i=0N
∑

k(k+1)dik
i0 and every term of the

numerator has total degree |γ| +
∑n

i=0

∑hi

k=0[(k + 1)deg(Ni0) + (mi + 1 − deg(Ni0))]dik in

u
[h0]
0 , . . . ,u

[hn]
n and Y[h] with h = max{hi + ei}. For every monomial M in R,

∑hi

k=0(k +

1)dik ≤ (hi + 1)deg(R). Thus,
∏n

i=0N
(hi+1)deg(R)
i0 · R =

∑n
i=0

∑hi

j=0Gij

(
PN
i

)(j)
+ T where

Gij , T ∈ Q[u
[h0]
0 , . . . ,u

[hn]
n ,Y[h]] and T is free from ui0 for i = 0, . . . , n. It is easy to see that

T ∈ [PN
0 , . . . ,P

N
n ] : m and T = 0 follows. By the above substitution for every monomial in

R, we can see that

deg(Gij

(
PN
i

)(j)
)

≤ max(γ,dik){|γ|+
n∑

i=0

hi∑

k=0

[(k + 1)deg(Ni0) + (mi + 1− deg(Ni0))]dik

+
n∑

i=0

(hi + 1)deg(R)deg(Ni0)−
n∑

i=0

(
∑

k

(k + 1)dik)deg(Ni0)}

≤ deg(R) +
∑

i,k

(mi − deg(Ni0))dik + deg(R)
n∑

i=0

(hi + 1)deg(Ni0)

≤ (m+ 1)deg(R) + deg(R)

n∑

i=0

(hi + 1)deg(Ni0)

= [m+ 1 +

n∑

i=0

(hi + 1)deg(Ni0)]deg(R).

�

Example 6.6 Continue from Example 3.15. In this example, J0 = 2, J1 = J2 = 1 and
m0 = m1 = m2 = 2. The expression of R shows that h0 = ord(R,u0) = 1 < J0, hi =
ord(R,ui) = 0 < Ji (i = 1, 2) and deg(R) = 5 << 34 =

∏2
i=0(mi + 1)hi+1.

For a differentially essential system of form (22), the second part of Theorem 6.5 can be
improved as follows.

Theorem 6.7 Let P0, . . . ,Pn be a differentially essential system of form (22) with m =
maxi{deg(P

N
i ,Y)} and Ji the modified Jacobi number of {PN

0 , . . . ,P
N
n }\{PN

i }. Let R(u0, . . . ,
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un) be the sparse differential resultant of Pi (i = 0, . . . , n). Suppose ord(R,ui) = hi for each
i and h = max{hi + si}. Then R has a representation

R(u0, . . . ,un) =
n∑

i=0

hi∑

j=0

GijP
(j)
i

where Gij ∈ Q[u
[h0]
0 , . . . ,u

[hn]
n ,Y[h]] such that deg(GijP

(j)
i ) ≤ (m+1)deg(R) ≤ (m+1)

n
∑

i=0
(Ji+1)+1

.

Proof: Regarding Pi as Laurent differential polynomials, PN
i = Pi and Ni0 = 1. By setting

Ni0 = 1 in Theorem 6.5 these three assertions directly follow. �

The following result gives an effective differential Nullstellensatz under certain conditions.

Corollary 6.8 Let f0, . . . , fn ∈ F{y1, . . . , yn} have no common solutions with deg(fi) ≤ m.
Let Jac({f0, . . . , fn}\{fi}) = Ji. If the sparse differential resultant of f0, . . . , fn is nonzero,

then there exist Hij ∈ F{y1, . . . , yn} s.t.
∑n

i=0

∑Ji
j=0Hijf

(j)
i = 1 and deg(Hijf

(j)
i ) ≤ (m +

1)
∑n

i=0(Ji+1)+1.

Proof: The hypothesis implies that P(fi) form a differentially essential system. Clearly,
R(u0, . . . ,un) has the property stated in Theorem 6.7, where ui are coefficients of P(fi).
The result follows directly from Theorem 6.7 by specializing ui to the coefficients of fi. �

With Theorem 6.5, properties 6) and 7) of Theorem 1.2 are proved.

6.3 A single exponential algorithm to compute sparse differential resultant

If a polynomial R is the linear combination of some known polynomials Fi(i = 1, . . . , s), that
is R =

∑s
i=1HiFi, and we know the upper bounds of the degrees of R and HiFi, then a

general idea to estimate the computational complexity of R is to use linear algebra to find
the coefficients of R.

For sparse differential resultant, we already gave its degree bound and the degrees of the
expressions in the linear combination in Theorem 6.5.

Now, we give the algorithm SDResultant to compute sparse differential resultants based
on the linear algebra techniques. The algorithm works adaptively by searching for R with
an order vector (h0, . . . , hn) ∈ Nn+1 with hi ≤ Ji by Theorem 6.5. Denote o =

∑n
i=0 hi.

We start with o = 0. And for this o, choose one vector (h0, . . . , hn) at a time. For this
(h0, . . . , hn), we search for R from degree d = 1. If we cannot find an R with such a degree,
then we repeat the procedure with degree d+1 until d >

∏n
i=0(mi+1)hi+1. In that case, we

choose another (h0, . . . , hn) with
∑n

i=0 hi = o. But if for all (h0, . . . , hn) with hi ≤ Ji and∑n
i=0 hi = o, R cannot be found, then we repeat the procedure with o+ 1. In this way, we

will find an R with the smallest order satisfying equation (28), which is the sparse resultant.

Theorem 6.9 Let P0, . . . ,Pn be a Laurent differentially essential system of form (2). De-
note P = {PN

0 , . . . ,P
N
n }, Ji = Jac(Pî), J =

∑n
i=0 Ji and m = maxni=0deg(Pi,Y). Algorithm

SDResultant computes sparse differential resultant R of P0, . . . ,Pn with the following com-
plexities:
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Algorithm 2 — SDResultant(P0, . . . ,Pn)

Input: A generic Laurent differentially essential system P0, . . . ,Pn.
Output: The sparse differential resultant R(u0, . . . ,un) of P0, . . . ,Pn.

1. For i = 0, . . . , n, set PN
i =

∑li
k=0 uikNik with deg(Ni0) ≤ deg(Nik).

Set eij = ord(PN
i , yj), mi = deg(PN

i ), mi0 = deg(Ni0), ui = coeff(Pi) and |ui| = li + 1.
Set A = (eij) and compute Ji = Jac(Aî).

2. Set R = 0, o = 0, m = maxi{mi}.
3. While R = 0 do

3.1. For each vector (h0, . . . , hn) ∈ Nn+1 with
∑n

i=0 hi= o and hi ≤ Ji do

3.1.1. U = ∪n
i=0u

[hi]
i , h = maxi{hi + ei}, d = 1.

3.1.2. While R = 0 and d ≤
∏n

i=0(mi + 1)hi+1 do
3.1.2.1. Set R0 to be a homogenous GPol of degree d in U .
3.1.2.2. Set c0 = coeff(R0, U).
3.1.2.3. Set Hij(i = 0, . . . , n; j = 0, . . . , hi) to be GPols of degree

[m+ 1 +
∑n

i=0(hi + 1)mi0]d−mi − 1 in Y[h], U .
3.1.2.4. Set cij = coeff(Hij,Y

[h] ∪ U).

3.1.2.5. Set P to be the set of coefficients of
∏n

i=0N
(hi+1)d
i0 R0(u0, . . . ,un)−∑n

i=0

∑hi

j=0Hij(P
N
i )(j) as a polynomial in Y[h], U .

3.1.2.6. Solve the linear equation P = 0 in variables c0 and cij .
3.1.2.7. If c0 has a nonzero solution, then substitute it into R0 to get R and go to

Step 4, else R = 0.
3.1.2.8. d:=d+1.

3.2. o:=o+1.
4. Return R.

/*/ GPol stands for generic algebraic polynomial.

/*/ coeff(P, V ) returns the set of coefficients of P as an ordinary polynomial in variables V .

1) In terms of the degree bound D of R, the algorithm needs at most O
( (mD(J+n+2))O(l(J+1))

nn

)

Q-arithmetic operations, where l =
∑n

i=0(li + 1) is the size of all Pi.

2) The algorithm needs at most O
( (J+n+2)O(l(J+1))mO(l(J+1)(J+n+1))

nn

)
Q-arithmetic opera-

tions.

Proof: The algorithm finds a differential polynomial P in Q{u0, . . . ,un} satisfying equation
(28), which has the smallest order and the smallest degree in those with the same order.
Existence for such a differential polynomial is guaranteed by Theorem 6.5. Such a P must
be in sat(R) by equation (5). Since each differential polynomial in sat(R) not equal to R
either has greater order than R or has the same order but greater degree than R, P must
be R.

We will estimate the complexity of the algorithm below. Denote D to be the degree
bound of R. By Theorem 6.5, D ≤ (m + 1)

∑n
i=0(Ji+1) = (m + 1)J+n+1, where J =

∑n
i=0 Ji.
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In each loop of Step 3, the complexity of the algorithm is clearly dominated by Step 3.1.2,
where we need to solve a system of linear equations P = 0 over Q in c0 and cij . It is easy

to show that |c0| =
(d+L−1

L−1

)
and |cij | =

(d1−mi−1+L+n(h+1)
L+n(h+1)

)
, where L =

∑n
i=0(hi +1)(li +1)

and d1 = [m + 1 +
∑n

i=0(hi + 1)mi0]d. Then P = 0 is a linear equation system with

N =
(
d+L−1
L−1

)
+
∑n

i=0(hi+1)
(d1−mi−1+L+n(h+1)

L+n(h+1)

)
variables andM =

(d1+L+n(h+1)
L+n(h+1)

)
equations.

To solve it, we need at most (max{M,N})ω arithmetic operations over Q, where ω is the
matrix multiplication exponent and the currently best known ω is 2.376.

The iteration in Step 3.1.2 may go through 1 to
∏n

i=0(mi + 1)hi+1 ≤ (m+ 1)
∑n

i=0(Ji+1),
and the iteration in Step 3.1 at most will repeat

∏n
i=0(Ji + 1) times. And by Theorem 6.5,

Step 3 may loop from o = 0 to
∑n

i=0(Ji + 1). The whole algorithm needs at most

∑n
i=0 Ji∑

o=0

∑

hi≤Ji∑
i hi=o

∏n
i=0(mi+1)hi+1

∑

d=1

(
max{M,N}

)2.376

≤ (J + 1)
( n∏

i=0

(Ji + 1)
)
·D

[
(J + n+ 2)

(
[m+ 1 +

∑n
i=0(Ji + 1)mi0]D + L+ n(h+ 1)

L+ n(h+ 1)

)]2.376

≤ (J + n+ 2)3.376
(∑n

i=0(Ji + 1)

n+ 1

)n+1
·D ·

[(
m(J + n+ 2)D

)2.376(L+n(h+1))

≤ (J + n+ 2)3.376
(J + n+ 1)n+1

nn
·D ·

(
m(J + n+ 2)D

)2.376((l+n)(J+1)+n)

arithmetic operations over Q. The above inequalities follow from the fact that h ≤ J ,
L =

∑n
i=0(hi + 1)(li + 1) ≤ lJ + l, L+ n(h+ 1) ≤ (l+ n)J + l+ n = (l+ n)(J + 1) and the

assumption [m+ 1 +
∑n

i=0(Ji + 1)m]D ≥ L+ n(h+ 1).

Since l ≥ 2(n + 1), the complexity bound is O
( (mD(J+n+2))O(l(J+1))

nn

)
. Our complexity

assumes an O(1)-complexity cost for all field operations over Q. Thus, the complexity
follows. Now 1) is proved. To prove 2), we just need to replace D by the degree bound for
R in Theorem 6.5 in the complexity bound in 1). �

Remark 6.10 As we indicated at the end of Section 3.3, if we first use Algorithm 1 to
compute the rank-essential set T, then the algorithm can be improved by only considering the
Laurent differential polynomials Pi (i ∈ T) in the linear combination of the sparse resultant.

Remark 6.11 Algorithm SDResultant can be improved by using a better search strategy.
If d is not big enough, instead of checking d+ 1, we can check 2d. Repeating this procedure,
we may find a k such that 2k ≤ deg(R) ≤ 2k+1. We then bisecting the interval [2k, 2k+1]
again to find the proper degree for R. This will lead to a better complexity, which is still
single exponential.

Remark 6.12 If the given system is algebraic, that is J = 0, then the complexity bound
given in 1) of Theorem 6.9 is essentially the same as that given in [49][p. 288] since D ≫ m
and D ≫ n.
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For differential polynomials with non-vanishing degree terms given in (22), a better de-
gree bound is given in Theorem 6.7. Based on this bound, we can simplify the Algorithm
SDResultant to compute the sparse differential resultant by removing the computation for
PN
i and Ni0 in the first step where Ni0 is exactly equal to 1.

Theorem 6.13 Algorithm SDResultant computes sparse differential resultants for a dif-

ferentially essential system of form (22) with at most O
( (J+n+1)O(n)mO(l(J+1)(J+n+1))

nn

)
Q-

arithmetic operations.

Proof: Follow the proof process of Theorem 6.9, it can be shown that the complexity is one
mentioned in the theorem. �

With Theorem 6.9, Theorem 1.4 is proved.

6.4 Degree bound for differential resultant in terms of mixed volumes

The degree bound given in Theorem 6.5 is essentially a Bézout type bound. In this section, a
BKK style degree bound for differential resultant will be given, which is the sum of the mixed
volumes of certain polytopes generated by the supports of certain differential polynomials
and their derivatives.

We first recall results about the degree of algebraic sparse resultant given by Sturmfels
([50]). Let K[X] = K[x1, . . . , xn] be the polynomial ring defined over a field K. For any vector
α = (a1, . . . , an) ∈ Zn, denote the Laurent monomial xa11 x

a2
2 · · · xann by Xα. Let B0, . . . ,Bn ⊂

Zn be subsets which jointly span the affine lattice Zn. Suppose 0 = (0, . . . , 0) ∈ Bi for each
i and |Bi| = li + 1 ≥ 2. Let

Fi(x1, . . . , xn) = ci0 +
∑

α∈Bi\{0}

ci,αX
α (i = 0, 1, . . . , n) (29)

be generic sparse Laurent polynomials defined w.r.t Bi (i = 0, 1, . . . , n). Bi or {X
α : α ∈ Bi}

are called the support of Fi. Denote ci = (ciα)α∈Bi
and c = ∪i(ci\{ci0}). Let Qi be the

convex hull of Bi in Rn, which is the smallest convex set containing Bi. Qi is also called the
Newton polytope of Fi, denoted by NP(Fi). In [50], Sturmfels gave the definition of algebraic
essential set and proved that a necessary and sufficient condition for the existence of sparse
resultant is that there exists a unique subset {Bi}i∈ I which is essential. Now, we restate the
definition of essential sets in our words for the sake of later use.

Definition 6.14 Follow the notations introduced above.

• A collection of {Bi}i∈ J, or {Fi}i∈J of the form (29), is said to be algebraically inde-
pendent if tr.degQ(c)(Fi − ci0 : i ∈ J)/Q(c) = |J|. Otherwise, they are said to be
algebraically dependent.

• A collection of {Bi}i∈ I is said to be essential if {Bi}i∈I is algebraically dependent and
for each proper subset J of I, {Bi}i∈ J are algebraically independent.

In the case that {B0, . . . ,Bn} is essential, the degree of the sparse resultant can be
described by mixed volumes.
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Theorem 6.15 ([50]) Suppose that {B0, . . . ,Bn} is essential. For each i ∈ {0, 1, . . . , n},
the degree of the sparse resultant in ci is a positive integer, equal to the mixed volume

M(Q0, . . . ,Qi−1,Qi+1, . . . ,Qn) =
∑

J⊂{0,...,i−1,i+1,...,n}

(−1)n−|J|vol(
∑

j∈J

Qj)

where vol(Q) means the n-dimensional volume of Q ⊂ Rn and Q1+Q2 means the Minkowski
sum of Q1 and Q2.

The mixed volume of the Newton polytopes of a polynomial system is important in that
it relates to the number of solutions of these polynomial equations contained in (C∗)n, which
is the famous BKK bound. The following theorem explains it.

Theorem 6.16 (Bernstein’s Theorem) ([2]) Given polynomials f1, . . . , fn over C with
finitely many common zeroes in (C)n, let Qi be the Newton polytope of fi in Rn. Then the
number of common zeroes of the fi in (C∗)n is bounded by the mixed volume M(Q1, . . . ,Qn).
Moreover, for generic choices of the coefficients in the fi, the number of common solutions
in (C∗)n is exactly M(Q1, . . . ,Qn).

It is well known that for a given polynomial system over C, the Bézout bound gives a
bound for the number of isolated solutions in (C)n. Comparing the BKK bound with Bézout
bound, we have the following lemma.

Lemma 6.17 Follow the notations in Theorem 6.16. Then M(Q1, . . . ,Qn) ≤
∏n

i=1 deg(fi).

Proof: Suppose fi (i = 1, . . . ,m) are a system with generic coefficients. Then by Theo-
rem 6.16, the number of common zeroes of the fi in (C∗)n is equal to the mixed volume
M(Q1, . . . ,Qn). And by Lemma 6.4, the number of common zeroes of the fi in (C)n is
bounded by

∏n
i=1 deg(fi). Thus, M(Q1, . . . ,Qn) ≤

∏n
i=1 deg(fi) follows. �

In the rest of this section, the degree of sparse resultant will be used to give a degree bound
for differential resultant in terms of mixed volumes. A system of n + 1 generic differential
polynomials with degrees m0, . . . ,mn and orders s0, . . . , sn respectively of the form

Pi = ui0 +
∑

α ∈ Z
n(si+1)
≥0

1 ≤ |α| ≤ mi

uiα(Y
[si])α (i = 0, . . . , n), (30)

of course forms a differentially essential system and their sparse differential resultant is
exactly equal to their differential resultant defined in [16]. So Theorem 6.7 also gives a
degree bound for differential resultant. But when we use Theorem 6.7 to estimate the degree
of R, not only Beźout bound is used, but also the degrees of Pi in both Y and ui are
considered.

The following theorem gives a better upper bound for degrees of differential resultants,
the proof of which is not valid for sparse differential resultants. Precisely, in the following
result, when estimate the degree of R, the BKK bound is used rather than the Beźout bound
as did in Theorem 6.7.
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Theorem 6.18 Let Pi (i = 0, . . . , n) be generic differential polynomials in Y = {y1, . . . , yn}
with order si, degree mi, and coefficients ui respectively. Let R(u0, . . . ,un) be the differential
resultant of P0, . . . ,Pn. Denote s =

∑n
i=0 si. Then for each i ∈ {0, 1, . . . , n},

deg(R,ui) ≤
s−si∑

k=0

M
(
(Qjl)j 6=i,0≤l≤s−sj ,Qi0, . . . ,Qi,k−1,Qi,k+1, . . . ,Qi,s−si

)
(31)

where Qjl is the Newton polytope of P
(l)
j as a polynomial in y

[s]
1 , . . . , y

[s]
n .

Proof: By [16, Theorem 6.8], ord(R,ui) = s − si (i = 0, . . . , n) and (R) = (P
[s−s0]
0 , . . . ,

P
[s−sn]
n ) ∩Q[u

[s−s0]
0 , . . . ,u

[s−sn]
n ]. Regard P

(k)
i (i = 0, . . . , n, k = 0, . . . , s− si) as polynomials

in the n(s + 1) variables Y[s] = {y1, . . . , yn, y
′
1, . . . , y

′
n, . . . , y

(s)
1 , . . . , y

(s)
n }, and we denote its

support by Bik. Let Fik be the generic sparse polynomial with support Bik. Denote vik to be
the set of coefficients of Fik and in particular, suppose vik0 is the coefficient of the monomial
1 in Fik. Now we claim that

C1) B = {Bik : 0 ≤ i ≤ n; 0 ≤ k ≤ s− si} is an essential set.

C2) B = {Bik : 0 ≤ i ≤ n; 0 ≤ k ≤ s− si} jointly span the affine lattice Zn(s+1).

Note that |B| = n(s + 1) + 1. To prove C1), it suffices to show that any n(s + 1) of
distinct Fik are algebraically independent. Without loss of generality, we prove that for a
fixed k ∈ {0, . . . , s− s0},

Sk = {(Fjl)1≤j≤n;0≤l≤s−sj ,F00, . . . ,F0,k−1,F0,k+1, . . . ,F0,s−s0}

is an algebraically independent set. Remember that {y1, . . . , yn, y
′
1, . . . , y

′
n, . . . , y

(si+l)
1 , . . . ,

y
(si+l)
n } is a subset of the support of Fil. Now we choose a monomial from each Fjl and

denote it by m(Fjl). For each j ∈ {1, . . . , n} and l ∈ {0, . . . , s − sj}, let m(Fjl) = y
(sj+l)
j

which belongs to the support of Fjl. For the fixed k, there exists a τ ∈ {0, 1, . . . , n− 1} such
that either

∑τ
i=1 si ≤ k ≤

∑τ+1
i=1 si−1 for some τ ∈ {0, 1, . . . , n−2} or

∑τ
i=1 si ≤ k ≤

∑τ+1
i=1 si

for τ = n− 1. Here when τ = 0, it means 0 ≤ k ≤ s1 − 1. Then for l 6= k, let

m(F0l) =





y
(l)
1 0 ≤ l ≤ s1 − 1

y
(l−s1)
2 s1 ≤ l ≤ s1 + s2 − 1
...

...

y
(l−

∑τ
i=1 si)

τ+1

∑τ
i=1 si ≤ l ≤ k − 1

y
(l−

∑τ
i=1 si−1)

τ+1 k + 1 ≤ l ≤
∑τ+1

i=1 si

y
(l−

∑τ+1
i=1 si−1)

τ+2

∑τ+1
i=1 si + 1 ≤ l ≤

∑τ+2
i=1 si

...
...

y
(l−

∑n−1
i=1 si−1)

n
∑n−1

i=1 si + 1 ≤ l ≤
∑n

i=1 si = s− s0

So m(Sk) is equal to {y
[s]
j : 1 ≤ j ≤ n}, which are algebraically independent over

Q. Thus, the n(s + 1) members of Sk are algebraically independent over Q. For if not,
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Fjl − vjl0 are algebraically dependent over Q(v) where v = ∪n
i=0

∑s−si
k=0 vik\{vik0}. Now

specialize the coefficient of m(Fjl) in Fjl to 1, and all the other coefficients of Fjl − vjl0 to
0, by the algebraic version of Lemma 2.1, {m(Fjl) : Fjl ∈ Sk} are algebraically dependent,
which is a contradiction. Thus, claim C1) is proved. Claim C2) follows from the fact that

{1, y
[s]
j : 1 ≤ j ≤ n} is contained in the support of F0,s−s0.
From the claims C1) and C2), the sparse resultant of (Fik)0≤i≤n;0≤k≤s−si exists and

we denote it by G. Then (G) =
(
(Fik)0≤i≤n;0≤k≤s−si

)⋂
Q[(vik)0≤i≤n;0≤k≤s−si], and by

Theorem 6.15, deg(G,vik) = M
(
(Qjl)j 6=i,0≤l≤s−sj ,Qi0, . . . , Qi,k−1,Qi,k+1, . . . ,Qi,s−si

)
.

Now suppose ξ is a generic point of the zero ideal (0) in Q(v)[Y[s]]. Let ζik = −Fik(ξ)+vik0

and ζik = −P
(k)
i (ξ)+u

(k)
i0 (i = 0, . . . , n; k = 0, . . . , s−si). Clearly, ζi and ζ i are free of vik0 and

u
(k)
i0 respectively. It is easy to see that (ξ;v, ζ00, . . . , ζ0,s−s0 , . . . , ζn0, . . . , ζn,s−sn) is a generic

point of the algebraic prime ideal
(
(Fik)0≤i≤n;0≤k≤s−si

)
⊂ Q[Y[s], (vik)0≤i≤n;0≤k≤s−si], while

(ξ;∪n
i=0(ui\{ui0})

[s−si], ζ00, . . . , ζ0,s−s0, . . . , ζn0, . . . , ζn,s−sn) is a generic point of the alge-

braic prime ideal
(
(P

(k)
i )0≤i≤n;0≤k≤s−si

)
⊂ Q[Y[s], u

[s−s0]
0 , . . . ,u

[s−sn]
n ]. If we regard G as a

polynomial in vik0 over Q(v), then G is the vanishing polynomial of (ζ00, . . . , ζ0,s−s0 , . . . , ζn0,
. . . , ζn,s−sn) over Q(v). Now specialize the coefficients vik of Fik to the corresponding coef-

ficients of P
(k)
i . Then ζi are specialized to ζ i. In particular, vik0 are specialized to u

(k)
i0 which

are algebraically independent over the field Q(ξ,∪n
i=0u

[s−si]
i \u

[s−si]
i0 ). We claim that there

exists a nonzero polynomial H(∪n
i=0u

[s−si]
i \u

[s−si]
i0 ; u00, . . . , u

(s−s0)
00 , . . . , un0, . . . , u

(s−sn)
n0 ) ∈

Q[u
[s−s0]
0 , . . . , u

[s−sn]
n ] such that

C3) H(∪n
i=0u

[s−si]
i \u

[s−si]
i0 ; ζ00, . . . , ζ0,s−s0 , . . . , ζn0, . . . , ζn,s−sn) = 0 and

C4) deg(H,u
[s−si]
i ) ≤ deg(G,∪s−si

k=0 vik).

We obtain H by specializing v one by one in G. For each v ∈ v, denote u to be its

corresponding coefficient in P
(k)
i . Now we first specialize v to u and suppose ζik is spe-

cialized to ζ̃ik correspondingly. Clearly, G(v\{v}, u; ζ̃00 , . . . , ζ̃0,s−s0 , ζ̃n0, . . . , ζ̃n,s−sn) = 0. If
Ḡ = G(v\{v}, u; v000 , v010, . . . , v0,s−s0,0, . . . , vn00, vn10 . . . , vn,s−sn,0) 6= 0, denote Ḡ by H1.
Otherwise, there exists some a ∈ N such that G = (v − u)aG1 with G1|v=u 6= 0. But
G(v\{v}, u; ζ̃00 , . . . , ζ̃0,s−s0 , ζ̃n0, . . . , ζ̃n,s−sn) = 0 = (v − u)aG1(v\{v}, u; ζ̃00 , . . . , ζ̃0,s−s0 , ζ̃n0,
. . . , ζ̃n,s−sn), so G1(v\{v}, u; ζ̃00 , . . . , ζ̃0,s−s0 , ζ̃n0, . . . , ζ̃n,s−sn) = 0. Denote G1|v=u by H1.

Clearly, deg(H1,u
[s−si]
i

⋃
∪kvik) ≤ deg(G,∪kvik) for each i. Continuing this process for |v|

times till each v ∈ v is specialized to its corresponding element u, we will obtain a nonzero
polynomialH|v|(∪

n
i=0(ui\{ui0})

[s−si]; v000, v010, . . . , v0,s−s0,0, . . . , vn00, vn10, . . . , vn,s−sn,0) sat-

isfyingH|v|(∪
n
i=0(ui\{ui0})

[s−si]; ζ00, . . . , ζ0,s−s0 , ζn0, . . . , ζn,s−sn) = 0 and moreover, for each

i, deg(H|v|,u
[s−si]
i

⋃
∪k{vik0}) ≤ deg(G,∪kvik). Since u

(k)
i0 are algebraically independent

over the field Q(ξ,∪n
i=0(ui\{ui0})

[s−si]), H = H|v|(∪
n
i=0(ui\{ui0})

[s−si];u00, . . . , u
(s−s0)
00 , . . . ,

un0, . . . , u
(s−sn)
n0 ) ∈ Q[u

[s−s0]
0 , . . . , u

[s−sn]
n ) is a polynomial satisfying C3) and C4).

From C3), H ∈ (P
[s−s0]
0 , . . . , P

[s−sn]
n ). Since (P

[s−s0]
0 , . . . ,P

[s−sn]
n )∩Q[u

[s−s0]
0 , . . . ,u

[s−sn]
n ] =

(R) and R is irreducible, R divides H. It follows that deg(R,u
[s−si]
i ) ≤ deg(H,u

[s−si]
i )

≤ deg(G,∪kvik) =
s−si∑
k=0

deg(G,vik) =
s−si∑
k=0

M
(
(Qjl)j 6=i,0≤l≤s−sj ,Qi0, . . . ,Qi,k−1,Qi,k+1, . . . ,
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Qi,s−si

)
. �

As a corollary, we give another degree bound for differential resultant by using Bézout
bound, which is better than the bound given in Theorem 6.7 in that only the degrees of Pi

in Y are considered in the bound.

Corollary 6.19 Let Pi (i = 0, . . . , n) be generic differential polynomials in Y = {y1, . . . , yn}
with order si, degree mi and coefficients ui respectively. Let R(u0, . . . ,un) be the differential
resultant of P0, . . . ,Pn. Denote s =

∑n
i=0 si. Then for each i ∈ {0, 1, . . . , n}, deg(R,ui) ≤

s−si+1
mi

∏n
j=0m

s−sj+1
j .

Proof: Follow the notations in the proof of Theorem 6.18. Since {Bik : 0 ≤ i ≤ n; 0 ≤ k ≤ s−
si} is an essential set, for any fixed k ∈ {0, . . . , s−si}, the polynomials in Sk together generate
an ideal of dimension zero in Y[s]. By lemma 6.17,M

(
(Qjl)j 6=i,0≤l≤s−sj ,Qi0, . . . ,Qi,k−1,Qi,k+1,

. . . ,Qi,s−si

)
≤ 1

mi

∏n
j=0m

s−sj+1
j . Hence, by Theorem 6.18,

deg(R,ui) ≤
s−si∑

k=0

M
(
(Qjl)j 6=i,0≤l≤s−sj ,Qi0, . . . ,Qi,k−1,Qi,k+1, . . . ,Qi,s−si

)

≤
s−si∑

k=0

1

mi

n∏

j=0

m
s−sj+1
j =

s− si + 1

mi

n∏

j=0

m
s−sj+1
j .

�

Example 6.20 Consider two generic differential polynomials of order one and degree two
in one indeterminate y:

P0 = u00 + u01y + u02y
′ + u03y

2 + u04yy
′ + u05(y

′)2,

P1 = u10 + u11y + u12y
′ + u13y

2 + u14yy
′ + u15(y

′)2.

Then the degree bound given by Theorem 6.5 is deg(R) ≤ (2 + 1)4 = 81. The degree bound
given by Corollary 6.19 is deg(R,u0) ≤ 24 = 16 and hence deg(R) ≤ 32. The degree bound
deg(R,u0) given by Theorem 6.18 is M(Q10,Q11,Q00) + M(Q10,Q11,Q01) = 4 + 6 = 10
and consequently deg(R) ≤ 20, where Q01 = Q10 = conv{(0, 0, 0), (2, 0, 0), (0, 2, 0)}, Q01 =
Q11 = conv{(0, 0, 0), (2, 0, 0), (0, 2, 0), (0, 0, 1), (1, 0, 1), (0, 1, 1)}, and conv(·) means taking
the convex hull in R3.

We will end this section by giving Algorithm DResultant to compute differential resul-
tant based on the degree bound given in Theorem 6.18.

Theorem 6.21 Let P0, . . . ,Pn be a generic differential polynomial system of the form (30).
Denote s =

∑n
i=0 ord(Pi,Y) and m = maxni=0deg(Pi,Y). Algorithm DResultant computes

the differential resultant R of P0, . . . ,Pn with the following complexities:

1) In terms of deg(R), the algorithm needs at most O
(
(ns+ n)2.376[mdeg(R)]O(ln(s+1))

)

Q-arithmetic operations where l = maxni=0

(mi+n(si+1)
n(si+1)

)
is the size of system Pi.
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Algorithm 3 — DResultant(P0, . . . ,Pn)

Input: A generic differential polynomial system P0, . . . ,Pn.
Output: The differential resultant R(u0, . . . ,un) of P0, . . . ,Pn.

1. For i = 0, . . . , n, set si = ord(Pi), mi = deg(Pi,Y) and ui = coeff(Pi).

2. Set R = 0, s =
∑n

i=0 si, m = maxi{mi}, d = n+ 1, U = ∪n
i=0u

[s−si]
i .

3. While R = 0 do
3.1. Set R0 to be a homogenous GPol of degree d in U .
3.2. Set c0 = coeff(R0, U).
3.3. Set Gik(i = 0, . . . , n; k = 0, . . . , s− si) to be GPols of degree (m+ 1)d−mi − 1

in Y[s], U .
3.4. Set cik = coeff(Gik,Y

[s] ∪ U).

3.5. Set P to be the set of coefficients of R0(u0, . . . ,un)−
∑n

i=0

∑s−si
k=0 GikP

(k)
i

as a polynomial in Y[s], U .
3.6. Solve the linear equation P = 0 in variables c0 and cik.
3.7. If c0 has a nonzero solution, then substitute it into R0 to get R and go to

Step 4, else R = 0.
3.8. d:=d+1.

4. Return R.

/*/ GPol stands for generic algebraic polynomial.

/*/ coeff(P,U) returns the set of coefficients of P as an ordinary polynomial in variables U .

2) The algorithm needs at most O
(
(ns+ n)2.376[mD]O(ln(s+1))

)
Q-arithmetic operations,

where D is the degree bound of R given by Theorem 6.18.

Proof: The algorithm terminates by Theorem 6.18, and returns a differential polynomial P

in (P
[s−s0]
0 , . . . ,P

[s−sn]
n )∩Q[u

[s−s0]
0 , . . . , u

[s−sn]
n ] with the smallest degree, which is exactly the

differential resultant.
We will estimate the complexity of the algorithm below. Denote li = |ui| =

(mi+n(si+1)
n(si+1)

)

(i = 0, . . . , n), and l = maxni=0li. So |U | =
∑n

i=0 li(s − si + 1). In each loop of Step
3, the complexity of the algorithm is clearly dominated by Step 3.5., where we need to
solve a system of linear equations P = 0 over Q in c0 and cik. It is easy to show that
|c0| =

(d+|U |−1
|U |−1

)
and |cik| =

((m+1)d−mi−1+|U |+n(s+1)
|U |+n(s+1)

)
. Then P = 0 is a linear equation

system with N = |c0| +
∑n

i=0

∑s−si
k=0 |cik| variables and M =

((m+1)d+|U |+n(s+1)
|U |+n(s+1)

)
equations.

To solve it, we need at most (max{M,N})ω arithmetic operations over Q, where ω is the
matrix multiplication exponent and the currently best known ω is 2.376.

Step 3 may loop from d = n+1 to deg(R) ≤ D, where D is the degree bound of deg(R)
given by Theorem 6.18. The whole algorithm needs at most

deg(R)∑

d=n+1

(
max{M,N}

)2.376
≤ O

(
(ns+ n)2.376[mdeg(R)]O(ln(s+1))

)

≤ O
(
(ns+ n)2.376[mD]O(ln(s+1))

)
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arithmetic operations over Q. In the above inequalities, we assume that (m + 1)deg(R) ≥
l(ns + n + 1) + n(s + 1), which is generally true. Otherwise, mdeg(R) need to be replaced
by lns to give a single exponential complexity bound. Our complexity also assumes an
O(1)-complexity cost for all field operations over Q. Thus, the complexity follows. �

Remark 6.22 One might suggest to use an approach similar to Algorithm DResultant to
compute the sparse differential resultant and to obtain a complexity bound similar to that
given in Theorem 6.21. In this way, a differential polynomial P ∈ sat(R) will be obtained,
which cannot be proved to be R due to the reason that P might have a higher order and a
lower degree than that of R.

With Theorem 6.15, Theorem 1.3 is proved.

7 Conclusion

In this paper, we first introduce the concepts of Laurent differential polynomials and Lau-
rent differentially essential systems, and give a criterion for Laurent differentially essential
systems in terms of their supports. Then the sparse differential resultant for Laurent differ-
entially essential system is defined and its basic properties are proved, such as the differential
homogeneity, necessary and sufficient conditions for the existence of solutions, differential
toric variety, and the Poisson-type product formulas. Furthermore, order and degree bounds
for the sparse differential resultant are given. Based on these bounds, an algorithm to com-
pute the sparse differential resultant is proposed, which is single exponential in terms of the
order, the number of variables, and the size of the Laurent differentially essential system.

In the rest of this section, we propose several questions for further study.
It is useful to represent the sparse differential resultant as the quotient of two determi-

nants, as done in [11, 14] in the algebraic case. In the differential case, we do not have such
formulas, even in the simplest case of the resultant for two generic differential polynomials
in one variable. The treatment in [6] is not complete. For instance, let f, g be two generic
differential polynomials in one variable y with order one and degree two. Then, the differ-
ential resultant for f, g defined in [6] is zero, because all elements in the first column of the
matrix M(δ, n,m) in [6, p.543] are zero. Although using the idea of Dixon resultants, the
algorithm in [54] does not give a matrix representation for the differential resultant.

From (28), a natural idea to find a matrix representation is trying to define the sparse dif-

ferential resultant as the algebraic sparse resultant of P = {P
(k)
i (i = 0, . . . , n, k = 0, . . . , hi)}

considered as Laurent polynomials in y
(j)
l , which will lead to a matrix representation for the

sparse differential resultant. As far as we know, this is actually very difficult even in the case
of the resultant for two generic differential polynomials in one variable.

The degree of the algebraic sparse resultant is equal to the mixed volume of certain
polytopes generated by the supports of the polynomials [40] or [19, p.255]. A similar degree
bound is given in Theorem 1.3 for the differential resultant. We conjecture that the bound
given in Theorem 1.3 is also a degree bound for the sparse differential resultant.

There exist very efficient algorithms to compute algebraic sparse resultants [13, 14, 15],
which are based on matrix representations for the resultant. How to apply the principles
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behind these algorithms to compute sparse differential resultants is an important problem.
A reasonable goal is to find an algorithm whose complexity depends on deg(R), but not on
the worst case bound of deg(R) which is the case in Algorithm SDResultant.

In the algebraic case, it is shown that the sparse polynomials Pi (i = 0, . . . , n) can be
re-parameterized to a new system Si (i = 0, . . . , n) with the help of the Newton polygon
associated with Pi such that vanishing of the sparse resultant gives a sufficient and necessary
condition for Si (i = 0, . . . , n) to have solutions in CN , where C is the field of complex
numbers [10, page 312]. It is interesting to extend this result to the differential case. To do
that we need a deeper study of differential toric variety introduced in Section 5.3.

As a less important problem, we guess that assuming the first condition in Theorem 5.32,
the second condition ej ∈ SpanZ{αik − αi0 : k = 1, . . . , li; i = 0, . . . , n} is also a necessary
condition for the system Pi to have a unique solution under the condition of R = 0 in the
generic case.
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