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Abstract—VLSI circuits usually allocate excess margin to account
for worst-case process variation. Since most chips are fabricated at
process conditions better than the worst-case corner, adaptive voltage
scaling (AVS) is commonly used to reduce power consumption whenever
possible. A typical AVS setup relies on a performance monitor that
replicates critical paths of the circuit to guide voltage scaling. However,
it is difficult to define appropriate critical paths for an SoC which has
multiple operating modes and IPs. In this paper, we propose a different
methodology for AVS which matches the voltage scaling characteristics
of a circuit rather than the delays of critical paths. This fundamental
change in monitoring strategy simplifies the monitoring circuitry as well
as the calibration flow of conventional monitoring methods. To enable
the proposed methodology, we study voltage scaling characteristics of
digital circuits. Based on our analyses, we develop design guidelines as
well as design monitoring circuits which have tunable voltage scaling
characteristics. Our experimental results show that this methodology can
be used for AVS with a simplified calibration flow.

I. INTRODUCTION

Process variation is a critical aspect of VLSI circuit design because
it causes wide performance spread [2] [13]. To recover excess margin
allocated for process variation, many adaptive voltage scaling (AVS)
techniques have been proposed [5] [9] [14] [16] [17].

AVS techniques can be classified as either open- or closed-loop.
A typical open-loop AVS system utilizes a pre-characterized lookup
table (LUT) to find the corresponding minimum supply voltage
for a given chip frequency target [14] [5]. Since the open-loop
technique does not have a feedback mechanism, the LUT is heavily
guardbanded to ensure reliable system operation. At the same time,
characterizing the LUT is a time-consuming and expensive procedure,
especially for a system-on-chip (SoC) design which has multiple
operating modes and IPs.

A closed-loop AVS system adjusts supply voltage by probing actual
chip performance, using on-chip monitors instead of using a LUT.
To track timing performance of a chip, many critical path replica
or in-situ monitor approaches have been proposed [7] [9] [19] [15]
[16] [10] [6] [18]. However, the “critical paths” in a multiple-IP SoC
design are not clearly defined, as chip performance depends on both
operating mode and interactions among the IPs. Moreover, there are
cases where exact input vectors to exercise worst-case timing paths
in an SoC are not known during design time.

In this paper, we propose an approach to design sensors
for process-aware voltage scaling (PVS). Instead of designing
performance monitors to track the timing performance of critical
paths, we design ring-oscillators (ROs) which have the worst-case
voltage scaling characteristics across the entire process condition (see
Section II for the details of voltage scaling characteristics). We design
the PVS ROs such that they require a relatively higher supply voltage
compared to critical paths of a SoC to compensate process variation-
induced frequency drift. Therefore, any SoC manufactured in the
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process can safely perform a closed-loop AVS by using these ROs as
hardware performance monitors. A new analysis of voltage scaling
characteristics is a key enabler to our PVS methodology. Design ROs
for worst-case voltage scaling characteristics is distinguished from a
conventional RO-based monitoring method (e.g., [3]) which uses an
arbitrary RO.
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Fig. 1. An application example for the proposed tunable ROs.

Application examples (scenarios) for the proposed ROs are shown
in Figure 1. At the design stage, we design the PVS ROs using
SPICE models and standard cells. Since there will be some difference
between simulation and the silicon data, a silicon characterization step
is required to calibrate the error between simulation and silicon data.
At the silicon characterization stage, sample test chips at different
process corners are provided by the foundry. In this stage, we
measure the ROs’ frequencies with nominal operating voltage (V0).
The frequencies measured at the signoff corner (e.g., SS corner) will
be used as the target frequencies of the ROs during AVS (Scenario 1).
In this application scenario, our ROs have no information about the
design, and they are designed to guardband for the worst-case voltage
scaling characteristics. Therefore, the AVS guided by our ROs will
always overestimate the supply voltage needed for a chip to meet its
operating frequency. The excess supply voltage can be reduced when
chip maximum frequency fmax is also measured during the silicon
characterization stage (Scenario 2). In this scenario, we can tune
the voltage scaling characteristics of the ROs so that for each chip in
the silicon characterization stage, the supply voltage suggested by the
AVS (guided by the ROs) is slightly higher than the minimum voltage
(Vmin chip) needed for a chip to meet its required operating frequency.
When all test chips manufactured for silicon characterization can
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safely operate at their respective operating frequencies using AVS
guided by the PVS ROs, we record the configurations of the ROs. In
this characterization step (Scenario 2), the test chips are manufactured
at biased process corners. Thus, calibrating the ROs with these test
chips will configure the ROs to account for circuit performance
variation due to widely spread process variation. Sampling the test
chip at different process corners is important because this allows the
configurations of the ROs to be applied in the subsequent production
stage without additional calibrations.

To capture the within-die systematic process variation, we can
place multiple copies of the ROs in a chip (e.g., a set of ROs for every
1mm2 area on the chip). However, the effect of within-die random
variation cannot be captured by our method due to the nature of the
replica-type monitoring approach. Thus, additional timing or voltage
margin must be added to ensure reliable circuit operation. Meanwhile,
by having multiple copies of the ROs in a chip, the effect of within-
die temperature variation on circuit performance can be also captured
by the ROs.

During mass production, the previously obtained ROs’ configura-
tions will be stored in every production chip. Then, we run AVS
tests with the stored ROs’ configurations and RO target frequencies.
If a chip fails to meet its target frequency with the AVS guided
by PVS ROs, this means that either the calibration during silicon
characterization is inaccurate or the chip has failed due to other
reasons. After studying the root cause of the failure, the silicon
characterization step can be modified if necessary (e.g., adjust ROs’
configurations so that the AVS is less aggressive in reducing supply
voltage).

Note that in Scenario 1, we skip the procedures of Scenario
2, and all ROs are configured to the worst-case voltage scaling
condition. Although this approach leads to a more pessimistic AVS,
the tunability of the ROs allows the chip customer to recover the
pessimism in AVS by calibrating RO configurations. Since the PVS
ROs are design-independent, a PVS IP can be embedded in different
SoCs to support AVS. For example, PVS ROs can be deployed within
a performance monitor block in a power management IP such as [24].

Our method is different from critical path-driven tunable circuits
[7] [9]. First, critical path replica techniques design the replica to
be flexible to match the timing performance of a set of critical
paths. Because of the inherent design intention to match the timing
performance, the design of a critical path replica is dependent on
the circuit to be matched (e.g., the TRC must have the flexibility to
match the total critical delays). By contrast, we design our tunable
ROs so that they can be configured to have different voltage scaling
characteristics. This difference in design intention is important
because, as we will show, matching the voltage scaling characteristics
of different circuits can be achieved by having a set of tunable ROs
which are design-independent. As a result, we can optimize the ROs
and reuse them in other designs. Second, our proposed method only
calibrates the ROs at the silicon characterization stage. After this
calibration step, the settings will be applied to all production chips
instead of calibrating the ROs for every production chip. Since per-
chip calibration is not required, our method saves testing time during
chip production. We summarize our contributions as follows.

• We propose a simplified process-aware voltage scaling (PVS)
methodology and analyses of the worst-case condition of voltage
scaling under process variation.

• We propose circuit techniques to tune the voltage scaling
characteristic of the sensor so that it has flexibility to mimic
the voltage scaling characteristics of a chip across a range of
process variations. With the tunability, we can reduce the supply
voltage by up to 30 mV (compared to non-tunable ROs) without
causing any timing violation.

• Our tunable sensor is design-independent, and can therefore be
embedded in any other IPs.

The rest of this paper is organized as follows. In Section II,
we discuss the basic concepts of the proposed PVS methodology.
In Section III, we discuss voltage scaling characteristics of CMOS
circuits. We present a tunable sensor in Section IV and show
experimental results for the proposed tunable sensor in Section V.
Finally, we conclude the paper in Section VI.

II. PROCESS-AWARE VOLTAGE SCALING

A. Overview of PVS
Figure 2 shows the basic idea of the PVS methodology, wherein we

model the frequency of a critical path as a linear function of supply
voltage (V)1. In this paper, we denote the frequency of a critical path
by fpath( j,k,V ) where j is the index of a critical path, k denotes the
process condition, and V is the supply voltage. Similarly, we define
the frequency of an RO by fro(i,k,V ), where i is the index of a RO.
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Fig. 2. Illustration of process-aware voltage scaling.

We define the target frequency of the critical paths ftar path as
the minimum frequency of all critical paths at nominal voltage V0.
Note that the target frequency is specific to the signoff corner. Unless
otherwise specified, we define the target frequency at the SS corner,
i.e,

f ss
tar path =

n
min
j=1

fpath( j,SS,V0)

where n is the total number of critical paths, V0 is the nominal voltage
and f ss

tar path is the target frequency of the chip at the SS signoff
corner.

When a circuit is manufactured at process condition k (dashed line
in Figure 2), the frequency of the circuit is significantly higher than
f ss
tar path. Thus, we can perform voltage scaling to reduce the power

of the circuit as long as the circuit meets the targeted frequency. The
minimum voltage required for a critical path j to meet its targeted
frequency at a process condition k is denoted as Vmin path( j,k). When
there is more than one critical path, the minimum voltage for a circuit
Vmin chip(k) is given by

Vmin chip(k) =
n

max
j=1

Vmin path( j,k) (1)

1This approximation simplifies calculation while introducing small error
[9].
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As mentioned above, finding the exact critical paths in an SoC
to calculate Vmin chip(k) is very difficult. Therefore, we propose to
adjust the supply voltage of a circuit by measuring the frequencies of
on-chip ROs. As shown in the lower part of Figure 2, the frequency
of the ith RO is represented as fro(i,k,V ). The target frequency of
each on-chip RO ( f ss

tar ro(i)) is defined at the same signoff corner as
the circuit, e.g., f ss

tar ro(i) = fro(i,SS,V0), and each RO has a specific
target frequency. We denote Vmin ro(i,k) as the minimum voltage for
the ith RO to meet its targeted frequency, where k represents the
process condition of the RO. By measuring the RO frequencies at
two or more supply voltages, we can extract each RO’s frequency-
versus-voltage “slope”, and calculate Vmin ro(i,k) from the equation

Vmin ro(i,k) = V0 −
( fro(i,k,V0)− f ss

tar ro(i))∆V
fro(i,k,V0 +∆V )− fro(i,k,V0)

(2)

where ∆V is the difference between nominal voltage and voltage
during RO measurement. After obtaining Vmin ro(i,k), we can use it
as a reference to scale the supply voltage of the chip. A chip will
still meet its performance target as long as Vmin ro(i,k) is larger than
Vmin chip(k). Thus, the “safe voltage scaling condition” for a chip is
defined as

Vmin chip(k) <
m

max
i=1

{Vmin ro(i,k)},∀ k (3)

To ensure that the chip meets its targeted frequency, we scale the
supply voltage of the chip to

Vmin est(k) =
m

max
i=1

{Vmin ro(i,k)} (4)

B. Fundamental Properties of PVS
Equation (2) shows that the minimum scaling voltage of a RO (or

a critical path) is determined by two fundamental properties:
(1) Process distance: fro(i,k,V0)− f ss

tar ro(i)
(2) Scaling rate : ( fro(i,k,V0 +∆V )− fro(i,k,V0))/∆V

Process distance is the process-induced frequency shift relative to
target frequency. This property is usually modeled as a random
variable due to the randomness in manufacturing processes. However,
it is also affected by the design of the circuit. For example,
different critical paths have different sensitivities to sources of process
variation. Another fundamental aspect of PVS is its formulation based
on a scaling rate of frequency with respect to supply voltage. Clearly,
this is also a circuit-related property which varies depending on the
process condition.

Note that voltage scaling for a circuit is defined by relative value of
the process distance and the scaling rate (i.e., process distance/scaling
rate). Based on these properties, we can derive the voltage scaling
characteristic of an arbitrary circuit. We are interested in studying the
following questions:

(1) Given a process technology, what is the range of voltage scaling
defined by process distance and scaling rate?

(2) What circuit techniques can be used to design a monitoring
circuit with tunable voltage scaling characteristics?

Answering the first question helps to identify the worst-case voltage
scaling condition, which is the design goal of our PVS ROs.
Answering the second question gives us feasible design options to
design PVS ROs to achieve the goal.

III. CIRCUIT ANALYSIS

A. Voltage Scaling Sensitivity
As mentioned above, the voltage scaling characteristic of a critical

path is given by

voltage scaling ≡ process distance
scaling rate

≡
fpath(i,k,V0)− f ss

tar path(i)

fpath(i,k,V0 +∆V )− fpath(i,k,V0)

(5)

To gain intuition about the sensitivity of voltage scaling to circuit
parameters, we model fs(.) using the Elmore delay model [8].

fpath(i,k,V0) =
2

Dn(i,k,V0)+Dp(i,k,V0)

Dn(i,k,V0) =
Rn(k,V )

w
(1+β)[w(β+1)Cg(k)N + l ∗Cw]

+ l2RwCw + lRw(β+1)Cg(k)N

Dp(i,k,V0) =
Rp(k,V )

wβ
(1+β)[w(β+1)Cg(k)N + l ∗Cw]

+ l2RwCw + lRw(β+1)Cg(k)N

(6)

where l is wire length, w is channel width of NMOS, N is the fanout
of the driver, Rw is wire resistance per µm, Cw is wire capacitance
per µm, β is the beta ratio between PMOS and NMOS channel
width, Cg(k) is gate capacitance per µm channel width, and Rn(k,V )
and Rp(k,V ) are effective drive resistance of NMOS and PMOS,
respectively. To study the sensitivity of voltage scaling, we extract
parameters in (6) from an inverter of a 65nm foundry library. The
values of Rn(k,V ) and Rp(k,V ) are calculated by using effective
current approximation [1],

Rn,p(k,V ) =
2V

IL + IH
IL = Ids when Vgs = V/2,Vds = V
IH = Ids when Vds = V/2,Vgs = V

where IL and IH are the drive currents (Ids) of a MOS transistor at
different bias conditions. The parameters and effective currents are
summarized in Table I.

TABLE I
TECHNOLOGY PARAMETERS OF A 65nm LIBRARY.

Process corners
parameters SS TT FF

w (µm) 0.09 0.09 0.09
Rw (Ω/µm) 0.16 0.16 0.16
Cw (fF/µm) 0.00017 0.00017 0.00017
Cg (fF/µm) 1.03 1.09 1.16

IL NMOS, 1.0V (µA) 52 134 258
IL NMOS, 0.9V (µA) 29 87 192
IH NMOS, 1.0V (µA) 459 591 723
IH NMOS, 0.9V (µA) 348 470 594
IL PMOS, 1.0V (µA) 29 66 125
IL PMOS, 0.9V (µA) 16 41 88
IH PMOS, 1.0V (µA) 232 294 353
IH PMOS, 0.9V (µA) 172 227 281

Using the parameters in Table I, from Equations (5) and (6) we
calculate Vmin of the inverter for TT corner (i.e., k = T T ) and its
sensitivities. First, we calculate the nominal Vmin of the inverter
with l = 10µm, w = 1µm, β = 1.5, N = 1. Then, we sweep the
value of the l, w, β, N, Rn and Rp parameters, one at a time (other
parameters remain at their nominal values), from 0.2 to 4 times of
their nominal values, to evaluate the effect of each parameter on
Vmin. The results in Figure 3 show that Vmin is most sensitive to Rn
and Rp, followed by β, l, fanout, and w. We also observe that when
the value of each parameter is increased, its impact on the value
of Vmin becomes smaller. Vmin changes rapidly as the (normalized)
parameter values scale below 1.0. There is also a practical lower limit
for the parameters. For example, the driver size (w), fanout, Rn, etc.
cannot scale down to zero. Hence, voltage scaling of a circuit has
finite bounds. From our studies, we also observe that Vmin can be
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significantly lower (resp. higher) when we only consider Dn (resp.
Dp) in Equation (6).
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Fig. 3. Sensitivity of Vmin to circuit parameters.

B. Voltage Scaling Analysis Using SPICE Simulation

Although the previous analysis provides useful information
regarding the sensitivities of Vmin to circuit parameters, many effects
are not captured by the simplified equations. To investigate the range
of voltage scaling as well as the effect of circuit parameters, we
simulate different ring-oscillators with different configurations.
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Fig. 4. SPICE simulations of ROs implemented with INV, NAND and NOR
standard cells. For the fanout experiment, the output of each gate in the RO is
connected to multiple dummy gates to achieve different fanout values. Then,
using the same ROs, we add series resistance (DC) to the output of every gate.
The results show that Vmin is not sensitive to fanout and series resistance.

First, we evaluate the effect of fanout by adding dummy gates in
every stage in the RO. Figure 4 shows that Vmin extracted from the

ROs is not sensitive to fanout for ROs implemented with different
standard cells. Second, we increase the series resistance along the
signal transition path of the ROs with fanout = 1. Figure 4 shows that
series resistance can affect Vmin when the resistance value is large. For
65nm technology, the wire resistance per µm is approximately 0.16Ω.
Therefore, Vmin at 400Ω corresponds to the case where a 2.5mm long
wire is connected to the output of a driver. Since reasonable design
usually does not permit such a long wire, it is safe to assume that wire
resistance will not affect Vmin. This implies that the voltage scaling
characteristic of a chip is not affected by wire parasitics.
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Fig. 5. Vmin is increased when the number of passgates in parallel is increased.
Adding more passgates in series has little effect on Vmin.

Third, we add passgates at the output of each driver of the ROs
to study their effects on Vmin. To study different scenarios, we also
change the effect of the passgates by adding more passgates in parallel
or in series. Results in Figure 5 show that adding passgates in parallel
can change the Vmin significantly. Vmin increases when the number of
parallel passgates is increased. This is because more passgates in
parallel reduces the series resistance of the ROs. This result agrees
with the estimations obtained in (6), in which increasing l reduces
Vmin. Figure 5 shows that Vmin changes only slightly when the number
of series passgates is increased. This is because the effect of adding
series resistances saturates as the sum of series resistance increases.

Equation (6) shows that Rn or Rp has significant impact on Vmin.
To study this, we simulate ROs with different standard cell types.
Results in Figure 6 show that Vmin varies over ROs with different
cell types. For example, we see that Vmin of NOR-based ROs is larger
than that of INV-based ROs. This is because the NOR-type standard
cell has a stacked pull-up network with a larger Rp compared to the
balanced pull-up and pull-down networks of an inverter. On the other
hand, Vmin of NAND-based ROs is smaller than that of INV-based
ROs especially at TT and FS process corners. This agrees with the
estimations obtained from (6), where Vmin is smaller for a larger Rn (a
NAND gate has a larger Rn compared to an INV gate). However, the
trend is not obvious at FF process corner. This may be due to layout
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Fig. 6. Vmin varies across different cell types {INV, NAND2, NAND3,
NAND4, NOR2, NOR3, NOR4} and strength {X0, X1, X2, X3}.

parasitics and other second-order effects not modeled in our analysis.
Note that Vmin increases sharply when the driver is increased from
minimum size (X0) to larger sizes. This is due to the diffusion height
of the minimum-sized cell being significantly less than the row height
of the standard cell. Thus, the layout parasitics of cells with minimum
driver size are typically different from those of other cells. Note that
the maximum value of Vmin at different corners is determined by
the Vmin of different cell types. For example, the NAND-based RO
has the largest Vmin at SF corner while the NOR-based RO has the
largest Vmin at FS corner. Therefore, we require ROs implemented
with different cell types to ensure that we capture the worst-case
scenario in voltage scaling.

IV. DESIGN OF A SENSOR WITH TUNABLE VOLTAGE SCALING
CHARACTERISTICS

From the studies in the previous section, we observe that the
voltage scaling characteristic of a circuit (RO) is mainly affected by
the cell type. Among the circuit parameters, we only see significant
changes in Vmin when we add passgates in parallel to the ROs. Thus,
we design our PVS sensor with different cell types and use passgates
in parallel to tune the characteristic of the ROs. Our PVS sensor
design seeks to achieve two main goals:

(1) maximize the range of Vmin; and
(2) ensure that tunability of the sensor (Vmin versus RO configura-

tion) is consistent across different process corners.
Here, we present two of the circuit approaches that we have
investigated to achieve these goals. The circuits are illustrated in
Figure 7.

In the first approach, we add a pair of passgates in parallel at
every stage of a RO, one with minimum-sized devices and the other
with large device sizes. In this design, we can choose to turn on one
passgate through a control pin assigned to the passgate. When we
choose to turn on the passgate with minimum-sized devices, the high
resistance passgate will reduce Vmin – and vice-versa when we turn
on the passgate with larger device sizes. Although we can assign
a control pin for each stage of the RO to achieve fine granularity,
having a large number of control pins will incur higher design and
area overheads. Since the voltage levels in an AVS system are discrete
with coarse granularity, there is no need to have very fine granularity
for the sensor. In this paper, we divide the 33 stages of the RO
into nine sections (the last section has five stages whereas all other
sections have four stages), with all passgates in each section sharing
a control pin. Thus, only nine control pins are required instead of 33.

In the second approach, we divide an RO into several sections and
connect the output of the sections to a MUX such that we can choose
which section is included in the oscillation. For example, when we set
the MUX select bits to {0,0}, the output of the MUX is connected to
“IN 1”. As a result, only the first section is included in the oscillation.

If we change the select bits to {0,1}, then the first and second sections
are included. The advantage of this method is that through the MUX
and select bits, we can bypass the cells with passgates, and achieve
the maximum Vmin of the RO (adding passgates will reduce Vmin).
Since the Vmin of the RO is determined by the ratio between stages
with and without passgate cells, always including the first section
could limit the tunability. For example, we need a large number of
stages with passgates (and area) to increase the ratio of cells with
passgates to cells without passgate.

Simulation results in Figure 8 and Figure 9 show that both of
these circuit approaches achieve similar ranges of tunability. Since
the first approach has lower area overhead, we choose it for use in
our simulation experiments. Based on the analysis in Figure 6, we
observe that the maximum Vmin is determined by different gate types,
depending on the process conditions. To ensure that the ROs can have
the maximum Vmin across different process conditions, we choose
to build the RO in 7(b) with INVX3, NAND3X3 and NOR3X3
instances2. As mentioned above, the circuit option in Figure 7(b)
has a slightly lower Vmin ro due to the passgates in the ROs. To
ensure that Vmin ro of the ROs includes the worst-case voltage scaling
characteristic, we add an additional 5mV margin to the Vmin ro in our
simulation experiments.

Freq
Control 

Freq. 
out

1 bit 1 bit 1 bit pins

• Different resistance 
option in each stageHigh resistance option in each stage

• Tune each stage 
independently

Low resistanceLow resistance

(a) We can use a MUX-like structure to control the ratio between
different gates. Since Vmin varies from one gate to another, we can
connect different gates in series to achieve tunability of Vmin.

# stages 
= N1Std. cell without passgates

VSS
Std. cell with passgates # stages 

= N2
VSS

Vdd

Std cell with passgates

Vdd

out
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= N3
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Vss
VSS

S0 S1

Vss VSS
Std. cell with passgates # stages 

= N4

Vdd Vdd

(b) By controlling the select bits, we can change the number of series
transistors along the signal transition path of the RO. This changes
the effective resistance when the RO charges or discharges a node.
As a result, this changes the Vmin of the sensor.

Fig. 7. Proposed tunable circuits.

V. EXPERIMENT AND RESULTS

In our experiments, we use three modules of the OpenSPARC T1
processor [20] (Table II). Module designs are implemented with a

2For gates with multiple inputs, we connect the inputs as a single net.
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Fig. 8. Vmin is minimum when the RO consists of standard cells without
passgates. By controlling the values of N1, N2 etc., we can control the
percentage of cells without passgates, and achieve a linear relationship
between Vmin and the decimal values represented by the select bits of the
MUX.

65nm foundry library. The netlists are synthesized with Synopsys
Design Compiler vD-2010.03-SP1 [21]. We extract critical paths of
the modules in Table II at SS, T T and FF corners with Synopsys
PrimeTime vC-2009.06-SP2 [22]. For each process corner, we extract
the top 100 critical paths and their corresponding SPICE netlists. We
then simulate all the critical paths with Synopsys HSpice vE-2010.12
[23] at SS corner, V0 = 1.0V and 125oC to obtain the f ss

tar path of each
module. The f ss

tar path, power and area values of the implemented
modules are given in Table II.

TABLE II
OPENSPARC T1 MODULES. V0 = 1.0V.

power (mW ) area (mm2) f ss
tar path (MHz)

fpu div 4.13 0.015 710.2
tlu 438 0.098 506.6

mul top 19.8 0.050 1042.1
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Fig. 9. Vmin of the proposed circuit for different standard cells. Through
controlling the percentage of cells with higher resistance, we can tune the
Vmin of the RO.

TABLE III
GLOBAL VARIATION PARAMETERS

Variation source µ 3σ

∆ Vthn 0 30mV
∆ Vthp 0 30mV

∆ channel length 0 5.00nm
∆ oxide thickness 0 0.06nm

A. Guardband Voltage Scaling

We perform an experiment to validate that our PVS sensors satisfy
the “safe condition” in Equation (3) when the ROs are configured
to have maximum Vmin ro (i.e., all passgates in the ROs have
low resistance). To emulate process variation, we model threshold
voltage of NMOS (Vthn) and PMOS (Vthp), channel length and oxide
thickness as independent Gaussian random variables. The 3σ values
of these variation sources are extracted from the foundry device
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model.3 The mean (µ) and standard variation (σ) of the random
variables are summarized in Table III.

To estimate timing performance of the critical paths and ROs under
process variations, we sample the variation sources randomly. We
then apply the variations when running an HSPICE simulation, and
repeat this 100 times. This Monte Carlo experiment only includes
global variation because our simulation setup does not support a local
variation model.

Based on the simulated critical paths and RO delays, we calculate
Vmin chip and Vmin est based on their definitions in Equations (1) and
(4). Since there are INV-, NAND- and NOR-based ROs, Vmin est
is the maximum Vmin ro of the three ROs. For comparison, we
also include the results of non-tunable INVX3-, NAND3X3- and
NOR3X3-chained ROs. These ROs are similar to our ROs, but there
is no passgate in between consecutive stages.

Figure 10 shows that the voltage difference between Vmin est and
Vmin chip is always positive. This implies that the sensors can be used
to guardband the modules without calibration.

B. Optimizing Target Frequency for Margin Reduction

Our next experiment considers a scenario where Vmin chip of every
chip is available to calibrate the PVS sensors. Hence, we can optimize
the configuration (control bits) of the tunable ROs to reduce supply
voltage. The problem can be formulated as follows:

min. : ∑
k
{Vmin est(k)−Vmin chip(k)}

s.t. : Vmin est(k) > Vmin chip(k),∀ k, i
max

i
[Vmin ro(i,k)|γ(i)] = Vmin est(k)

Vmin ro(i,k)|γ(i) = V0 +
ftar ro(i)|γ(i)− fro(i,k,V0)|γ(i)

α(i,k)|γ(i)

(7)

where γ(i) denotes the configuration of the ith RO. Note that ftar ro(i),
fro(i,k,V0) and α(i,k) are all specific to γ(i). This ensures that
Vmin est guided by our ROs is always less than V0. This property is
a key reason why the tunability in our circuit is different from using
ftar ro as a means to adjust voltage scaling. For example, increasing
ftar ro will cause the chip at SS corner to operate at a voltage higher
than V0, which may cause reliability-related failures. Since each INV,
NAND or NOR RO has 9 configurations, we calculate Vmin est(k) for
all 729 combinations. After that, we compare the Vmin est(k) with
Vmin chip(k), and discard solutions that violate the safe condition
in (3). Finally, for each Vmin est(k) that satisfies the safe condition,
we calculate the average of its resultant Vmin est(k) across k process
conditions.

The results in Table IV show that the tunable sensor can achieve
a lower supply voltage compared to the normal (non-tunable) ROs
in all cases. From the experimental data, we see that the benefits
of the tunability vary depending on the difference between Vmin est
and Vmin chip. For example, Figure 10 shows that the Vmin est values
obtained from the non-tunable ROs are very close to the Vmin chip
values, especially for the fpu and mul top modules. Thus, there is
not much room left in which to reduce Vdd without causing a timing
violation. When Vmin est is larger than Vmin chip, we can recover the
wasted voltage margin by tuning the configurations of PVS ROs.
Figure 11 shows that by tuning the configuration of the PVS ROs,
we can obtain a more aggressive AVS configuration for voltage
reduction. For the maximum voltage reduction configuration shown
in the figure (green color), we can achieve about 13mV voltage
reduction compared to the non-tunable ROs, on average (mean of
100 Monte Carlo samples). Note that the voltage reduction varies
depending on the process variation. For example, the maximum Vmin

3We assume that process parameters at SS and FF corners define the µ±3σ

of the variation sources.
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Fig. 10. Distributions of (Vmin est −Vmin chip) for different circuit modules.
The results show that Vmin est −Vmin chip is always positive. This implies that
the tunable ROs can be used for voltage scaling without causing any timing
violations.

reduction compared to the non-tunable ROs is 31.3mV for a specific
instance.

In summary, our experimental results confirm that our methodology
allows selection of standard cells to build ROs with worst-case
voltage scaling characteristics, which can be used as performance
monitors for AVS. The overhead (Vmin est −Vmin chip) of these ROs
varies depending on the circuit. Although our study uses single-Vth
devices, the methodology can be extended to designs with multi-Vth
devices by having a set of ROs for each Vth. Since the Vmin est in
our methodology is defined by the maximum Vmin ro of all ROs, the
Vmin chip defined by mixed-Vth cells will always be less than Vmin est .

VI. CONCLUSION

In this paper, we have presented a different approach to enable
process-aware voltage scaling. In contrast to the conventional
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Fig. 11. Distribution of (Vmin ro −Vmin chip) for the tlu testcase with
different PVS RO configurations. By tuning the configuration of the ROs,
we can change the voltage scaling characteristics (Vmin est ). An optimized
configuration can reduce Vmin est by 13mV (on average) compared to normal
ROs.

TABLE IV
Vmin est REDUCTION ENABLED BY THE TUNABILITY OF PVS ROS.

Vdd reduction mean
average (mV ) maximum (mV ) Vmin chip(mV )

fpu div 2.7 16.8 851
tlu 13.3 31.3 840

mul top 2.7 16.8 851

monitoring approaches that attempt to track critical paths, we propose
to enable process-aware AVS by synthesizing a set of ROs which
achieve a worst-case voltage scaling property across different process
conditions. Since the ROs always require a relatively higher voltage
to meet their target frequencies compared to that required by critical
paths, a closed-loop AVS guided by these ROs will always scale
voltage to a (safe) value that is higher than what needed by the
critical paths. Our experimental results also confirm that through
detailed analysis of voltage scaling characteristics, we can design ROs
for AVS without any information regarding critical paths or timing
performance of a specific design. At the same time, the proposed
method could be too pessimistic, and hence we propose circuit design
techniques to tune the voltage scaling characteristics of the ROs.
We show that the tunability can be used in a scenario where chip
frequency is available during ROs characterization. By calibrating
the ROs, we can enable up to an additional 30mV of supply voltage
scaling on a per-instance ( per-chip) basis, and up to an average of
13mV for a given design. We note that our experiments have been
conducted with parameters from a mature (65nm) process. The benefit
of tunability in the PVS monitors is likely to be larger in less-mature
processes which have larger variations around nominal condition.
Intuitively, this is because the voltage scaling characteristics vary
more in the presence of process variations. Early experiments that
we have performed, where we seek monitors to track Vmin chip across
corners (FF, FS, SF, SS) – that is, extreme process conditions – show
that that benefit of tunability increases when process variation is more
widely spread.

These ROs can also capture circuit delay degradation due to
aging mechanisms (e.g., bias temperature instability and hot carrier
injection) if the ROs have the same activity as the circuits being
monitored. We can capture the aging effect by connecting the ROs
and circuits to the same power rails so that the ROs and the circuits
are turned on and off together. Alternatively, more sophisticated aging
sensors can be used to quantify the additional voltage margin to
guardband for circuit aging [12]. Our ongoing work pursues a proof

of concept for application of our proposed methodology to multi-
Vth design, as well as validation of the methodology across different
temperatures. We are also extending the voltage scaling characteristic
analysis to include on-chip memory elements.
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