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ABSTRACT
Given a directed social graph and a set of past informa-
tion cascades observed over the graph, we study the novel
problem of detecting modules of the graph (communities of
nodes), that also explain the cascades. Our key observation
is that both information propagation and social ties forma-
tion in a social network can be explained according to the
same latent factor, which ultimately guide a user behavior
within the network. Based on this observation, we propose
the Community-Cascade Network (CCN) model, a stochas-
tic mixture membership generative model that can fit, at
the same time, the social graph and the observed set of cas-
cades. Our model produces overlapping communities and
for each node, its level of authority and passive interest in
each community it belongs.
For learning the parameters of the CCN model, we devise

a Generalized Expectation Maximization procedure. We
then apply our model to real-world social networks and in-
formation cascades: the results witness the validity of the
proposed CCN model, providing useful insights on its signif-
icance for analyzing social behavior.

Categories and Subject Descriptors
H.2.8 [Database Applications]: Data Mining

Keywords
Social networks, Community Detection, Information Cas-
cades

1. INTRODUCTION
Understanding how the adoption of new practices, ideas,

beliefs, technologies and products can spread trough a pop-
ulation driven by social influence, is a central issue for the
whole of social sciences. Taking into account the modular
structure of the underlying social network provides further
important insight in the phenomena known as social con-
tagion or information cascades. In particular, individuals
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tend to adopt the behavior of their social peers, so that cas-
cades happen first locally, within close-knit communities,
and become global “viral” phenomena only when they are
able cross the boundaries of these densely connected clus-
ters of people. Therefore, the study of social contagion is
intrinsically connected to the problem of understanding the
modular structure of networks (known as community detec-
tion), and together form the central core of network science.

Recently with the explosion of on-line social platforms
such as Twitter and Facebook, the interest in these top-
ics has exploded accordingly. Researchers have investigated
how to exploit social influence for“word-of-mouth”driven vi-
ral marketing applications [17, 44, 28, 10], studying person-
to-person recommendation for purchasing books and videos
[36, 35] or telecommunications services [27] finding con-
ditions under which such recommendations are successful.
Others have focussed on the important problems of how to
measure social influence [47, 50, 24, 53] and how to distin-
guishing real social influence from “homophily” and other
external factors of correlation [3, 16, 4, 20]. Finally, a grow-
ing effort has been devoted to the analysis of influence-driven
information cascades in Twitter [14, 52, 5, 45].

At the same time a large effort has been devoted to de-
velop community detection algorithms (surveyed later in
Section 1.2), but quite surprisingly there has not been much
effort to explain the modular structure of social networks
and the phenomenon of social contagion, jointly. We say
that the lack of research in the intersection of these two
themes is surprising because, as discussed above, they are
intrinsically connected. This is expressed nicely by Easley
and Kleinberg in their book [18, page 577]:

“cascades and clusters truly are natural opposites:
clusters block the spread of cascades, and when-
ever a cascade comes to a stop, there’s a cluster
that can be used to explain why.”

If a cluster can explain why a cascade comes to a stop,
then observing past cascades we can find out something
about the existence of clusters. Inspired by this observa-
tion, we propose to take benefit of an available set of traces
of past information cascades, in order to better determine
the community structure of the underlying social network.

1.1 Our proposal
Given a graph and a set of cascades, we tackle the commu-

nity detection task by fitting a unique stochastic generative
model to the observed social graph and cascades.

Since we deal with information propagation, it is natural
to consider a directed social graph G = (N,A) where an



arc (u, v) ∈ A indicates that v is a follower of u, i.e., v is
notified about u’s activity. In other terms, information can
propagate from u to v. For instance, in Twitter v can see
something posted by u and re-tweet so that the information
becomes available to her own followers, thus propagating
further in the network. A cascade of an item i is a sequence
of pairs (user, timestamp) recording which nodes adopt i
(e.g., re-tweeting it, in the Twitter example) and at which
time. We are given a set of such propagations.
In our CCN model we assume that each observation is the

result of a stochastic process where a given user u acts in
the network according to a set of topics/communities which
also represent her interests. Given a community c, the de-
gree of involvement of user u to that community is governed
by two parameters, namely πc,s

u and πc,d
u . Specifically, πc,s

u

measures the degree of “active involvement” of u in c, while
πc,d
u measures the degree of “passive involvement” of u in c.
Let us use the Twitter example again and let us consider

an hypothetical user u which uses the microblogging plat-
form for three specific interests: (i) network science and data
mining, (ii) the city of Barcelona, and (iii) the rock legend
Bruce Springsteen. While on the first topic u is actively
posting, using the platform for communicating with other
researchers, in the other two topics u is just passively listen-
ing: for sake of information needs, u follows users which are
good information sources for events happening in Barcelona
and users which are authorities for whatever concerns Bruce
Springsteen. These users which are good sources of infor-
mation usually have a large number of followers and are, in
some sense,“influential”. In the second and third community
u might re-tweet some pieces of information, but it is quite
unlikely that u would produce some original information.
Going back to our parameters we can expect u to have

both high πc,s
u and πc,d

u in the first community. Instead, in
the other two communities we can expect u to have a low
πc,s
u and a high πc,d

u . Not surprisingly u has many followers
in the first community and almost no followers in the other
two communities.
Indeed, this is the key observation behind our model: the

likelihood of u posting something on a topic, the likelihood
of this information being further propagated, and the like-
lihood of u having followers interested in that topic, are all
strongly correlated. In our model they are jointly repre-
sented by the parameter πc,s

u . Similarly, we model the like-
lihood of having an incoming arc in a community and the
likelihood of being influenced by other users in that commu-
nity with the parameter πc,d

u . This is how we achieve the
jointly modeling of the social graph and the set of cascades.
Another important observation is in place. As seen in the

Twitter example one user can belong to more than one com-
munity, but a link is usually explainable because of a unique
topic. In graph terminology this translates in the fact that
the communities of nodes are overlapping and induced by
a partitioning of the links. In our model information starts
in a community, propagates trough the links of that com-
munity, and can jump in another community only thanks to
users which are in the overlap of the two communities.

1.2 Related work
Communities have a long history in social sciences, but

it was in 2002 that the seminal paper by Girvan and New-
man [23] triggered a lot of interest on the problem of commu-
nity detection, which has since then been extensively stud-

ied, mainly in the physics and in the computer science liter-
ature. Until recently most of such literature1, has focussed
on finding disjoint communities in simple undirected graphs.
That is to say that (i) nodes can belong to one and only one
cluster, (ii) the relation between the nodes is symmetric,
and (iii) no additional information is considered beyond the
graph structure. In the following we review various propos-
als that have dropped one or more of these assumptions.

Overlapping communities. Nowadays is widely under-
stood and accepted that people in social networks rarely
belong to only one community: for instance the same in-
dividual usually has family, friends, colleagues and several
interest-based affiliations. This idea has also been explicitly
implemented in Google+ “circles” or Facebook “smart lists”.

A recent survey by Xie et al. [54] categorizes algorithms
for overlapping community detection in various classes:
methods based on clique percolation [41, 42, 30]; meth-
ods that extend the idea of label propagation [43] to pro-
duce overlapping communities [25, 56, 55]; agent-based and
particles-based models [15, 12]; methods based on local ex-
pansion and optimization [7, 31, 32, 40]. But the two classes
more relevant for our proposal are link partitioning methods
and stochastic generative models, discussed next.

Link partitioning has recently gained popularity [1, 19].
Clustering links instead of nodes is a very appealing ap-
proach to obtain overlapping communities: it is simple, more
understandable and realistic than simply having a soft (or
fuzzy) assignment of nodes to communities. In fact, as high-
lighted before, while for nodes is natural to belong to more
than a community, links are usually explainable by a co-
affiliation to some topic/community (as in the famous affil-
iation networks [33] model). Evans and Lambiotte [19] use
the idea of applying normal node partitioning to the line
graph of the given network, in order to obtain a link parti-
tioning in the original network. Ahn et al. [1] use a sim-
ple hierarchical clustering of the links, where the similarity
among two links incident in the same node is defined based
on the Jaccard coefficient of the neighborhoods of the other
two nodes. Kim and Jeong [29] extend the Infomap method
to the line graph which encodes the path of the random walk
on the line network under MDL.

While these methods are based on heuristic quality func-
tion, in recent years approaches based on fitting a gener-
ative model to the data have emerged. Airoldi et al. [2]
introduce mixed membership block model : this technique
factorizes the adjacency matrix in a low dimensional space
expressing patterns of directed social relationships between
blocks of vertices. According to the generative process, for
each pair of nodes group membership is sampled for both
for the source and the destination: the link is generated by
sampling from the binomial distribution which encodes the
probability of observing a directed connection between the
considered groups. Since membership assignment are drawn
independently for each possible link, users can belong to
multiple groups.

A different generative model is proposed by Ball et al. [6].
The basic assumption is the existence of n × k parameters,
where n is the number of nodes and k the number of commu-
nities, which specify the propensity of each vertex to have
links of each possible label. The number of links of label
z between two vertices is then assumed to be distributed

1See Fortunato [21] for a comprehensive survey.



according to a Poisson distribution parameterized by the
product of the two vertex-label components.
Despite their elegant formulation, both [6, 2] suffer from a

main drawback: their parameter estimation phase requires
to estimate the link probability between any pair of vertices
and this might be unsuitable for large networks.

Communities in directed graphs. Regardless the wide
availability of directed networks (e.g., Twitter or the WWW
itself), methods for community detection in directed net-
works are relatively new: for many years the most common
practice to deal with directed networks has been to ignore di-
rectionality and apply the methods developed for undirected
networks. In our setting, as we want to study communities
and information propagation jointly, ignoring directionality
would be an unacceptable loss of relevant information.
One of the first proposal is by Guimerà et al. [26] consider

a bipartite graph with actors on one side and teams on the
other, and they propose to optimize a measure of bipartite
modularity, which adapts modularity to the bipartite case.
Another recent modularity optimization approach is by Le-
icht and Newman [34]. Neither of the two approaches above
consider overlapping communities. Palla et al. [42] extend
the method of clique percolation [41] to deal with directed
networks by considering directed k-cliques, which are com-
plete sub-graphs of size k in which an ordering can be made
such that between any pair of nodes there is a directed link
from the higher order node towards the lower one. This work
and [2] are among the few methods we are aware of, that can
produce overlapping communities from directed networks.

When additional information is available. Most of the
literature on community detection focuses on finding (either
disjoint or overlapping) groups of nodes from a given (either
undirected or directed) graph. However, in online social
networking sites, richer data is available. Beyond the mere
link information, users might be annotated with, e.g., de-
mographical information, shopping behavior, interests, tags
and so on. Also the links might be labeled with a relation-
ship type: e.g., family, friend, colleague and so on. Similarly
nodes and links in biological networks are typically labeled
with additional information. Recently researchers (mainly in
the data mining community) have started proposing method
to discover communities in nodes-attributed graphs [22, 37,
57, 49] and in edge-labeled graphs [11].
The two papers which are probably the most related to

ours are [46, 51]. Sachan al. [46] use topic-detection methods
over the content of exchanged messages for discovering over-
lapping communities of nodes. The main distinction with
our proposal is that we focus on the structure of the prop-
agations without modelling the content. Wang et al. [51]
study the influence maximization problem [28] for finding
the Top-K influential nodes in mobile social networks. In
order to speed-up the costly influence maximization process,
they propose to first detect communities and then assume
that the influence of a user is limited to her community.
Therefore they propose an algorithm based on label prop-
agation [43] where the propagation follows the independent
cascade model [28]. In other terms, they modify label prop-
agation to deal with a directed graph whose links have asso-
ciated an influence probability. This is different from mod-
eling a social graph and a set of cascades jointly, as we do in
this paper. Another difference is that [51] produces disjoint
communities.
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Figure 1: The CCN generative model.

2. THE CCN MODEL
We are given a directed graph G = (N,A), where N is

the set of the nodes and a link (u, v) ∈ A indicates that v is
a follower of u, i.e., v is notified about u’s activities. Let n
and m be the cardinality of N and A respectively.

We are also given a log L of past information cascades
defined on a set of items I and on the nodes of the network.
A tuple (i, u, t) ∈ L represents the fact that user u adopted
i at time t. Let ti(u) be the activation timestamp for the
user u on i; we assume that no user adopts the same item
more than once and ti(u) = ∞ if u does not adopt i in L.
We also denote by Di(t) the set of users that become active
on i at time t, and Ci(t) will denote the set of user who are
active on i by time t, i.e Ci(t) =

∪
t′≤t Di(t

′).
When a node u adopts i, we can think of this as infor-

mation flowing from u’s neighbors that have adopted i be-
fore. We assume that only users that adopted i recently (i.e.,
within an influence window represented by a threshold ∆)
can influence their neighbors. Let t represent the current
timestamp. We define the set Fi(t) of the nodes that can
propagate i at the current time:

Fi(t) = {u ∈ N |t− ti(u) ≤ ∆}.

We also define the set of u’s neighbors, Fi,u(t) that poten-
tially can have influenced u in the selection of i at time t:

Fi,u = {v ∈ N |(v, u) ∈ A ∧ 0 ≤ ti(u)− ti(v) ≤ ∆}.

Since we are interested in modeling only activation which
are likely to be triggered by some influencer (as the others
represent autonomous activations), we will focus on the sub-
set D of L defined as D = {(i, v, t) ∈ L : Fi,v ̸= ∅} . Let nd

denote the cardinality of D.
As justified in Section 1.1 we assume that each observa-

tion is the result of a stochastic process where a given user u
acts in the network according to a set of topics/communities
which also represent her interests. Given a community c, the
degree of involvement of user u to that community is gov-
erned by two parameters, namely πc,s

u and πc,d
u . Specifically,

πc,s
u measures the degree of “active involvement” of u in c,

while πk,d
u measures the degree of “passive involvement” of

u in c.
Figure 1 provides a description of the dependencies in the

generative process. There are 3 prior components represent-
ing, respectively:

• the probability (Π) to observe a phenomenon in a cer-
tain topic/community,

• the level of active Πs and passive Πd interest of each
user in each community.



Each phenomenon in the social network can be explained
according to the above priors:

• a link (u, v) can only be observed if, by picking a latent
topic/community c, u has a high degree of activeness
and v have a high degree of passive interest in c.

• Analogously, a user v can only perform an action i if
there is a latent topic/community k that likely enables
an influencer u, and v can be influenced by u according
to their degrees of activeness and subordination.

An interesting perspective is as follows. The action log
D can be interpreted as a weighted bipartite graph, where
links are only possible between the set of items I and the
set of users N . The weight for a link is given by the times-
tamp ti(u). Under this perspective, a link (u, v) in G is only
possible if a latent factor k makes it possible that u is the
source and v is the destination. Analogously, a link (i, v) in
D is only possible if there are two latent factors: namely,
a community k and an influencer u, such that u has a high
influence ratio, and v a high subordination ratio.
Based on these premises, a social network graph G and

the set of observed diffusions D are drawn according to the
following generative model:

For each link ℓ = (u, v) ∈ A:

• sample a community cℓ ∼ Discrete(Π)

• sample a source u ∼ Discrete(ϑ⃗cℓ)

• sample a destination v ∼ Discrete(φ⃗cℓ)

For each item i ∈ I and timestamp t

• Sample the number of activations ai,t

• for each activation a where 1 ≤ a ≤ ai,t

– Sample a community ca ∼ Discrete (Π)

– pick an influencer ua ∼ Discrete
(
θ⃗ca,au

)
– sample activation va ∼ Discrete

(
ϕ⃗ca,a
u

)

The scheme assumes that there are two independent pro-
cesses, regarding respectively the generation of the directed
links and of the activations. For the first process, source and
destination of a link are based on two multinomial distribu-
tions ϑ⃗k and φ⃗k. In our modeling we assume that both these
parameters are defined in terms of the prior parameters π⃗k,s

and π⃗k,d, as follows:

ϑk
u =

exp
{
πk,s
u

}∑
u∈N exp

{
πk,s
u

} (1)

φk
u =

exp
{
πk,d
u

}∑
u∈N exp

{
πk,d
u

} (2)

There is an interesting correlation between the above for-
mulas and the traditional Preferential Attachment model:
if we interpret the terms exp

{
πk,s
u

}
/ exp

{
πk,d
u

}
as the in-

degree/outdegree of node u, then the likelihood of u to be
connected is compatible with the above mentioned model,
in a community-based fashion.

The second process takes a pair item/timestamp, and
delves into a sequence of activations. In practice, at each
timestamp, we sample the activations for the item under
consideration. Since an activation a involves both an influ-
encer and an influenced, we pick them from two multinomial

distributions θ⃗k,a and ϕ⃗ca,a
u . With an abuse of notation, we

associate with each activation a a timestamp ta and an ac-
tion ia (besides the active user va and the latent influencer
ua). Then, we can define the multinomials as follows:

θk,au =
exp

{
πk,s
u

}∑
u′∈Fia (ta) exp

{
πk,s
u′

} (3)

ϕk,a
u,v =

exp
{
πk,d
v

}∑
v′:(u,v′)∈A,v′ ̸∈Cia (ta−1) exp

{
πk,d
v′

} (4)

Notice that an influencer u is chosen among those users who
can propagate i, that is, u ∈ Fia(ta). Analogously, a node
v can only be influenced to adopt ia if it is connected to
the influencer, and if it is still inactive: (u, v) ∈ A and
v ̸∈ Cia(ta − 1). Again, by looking at the interpretation of
the action log as a bipartite graph, a new link connects i to
a user v, according to a markovian process that selects an
influencer u among those who already expressed a links with
i in the past, and then by choosing v among those connected
to u.

The above multinomials are both conditioned to the hy-
perparameters Πs and Πd, where Πs = {π⃗1,s, . . . , π⃗K,s} and
Πd = {π⃗1,d, . . . , π⃗K,d}, which associate to each user its de-
gree of active and passive interest within a given community.
Finally, Π = {π1, . . . , πK} represents the prior multinomial
distribution of the K communities involved in the process.

3. LEARNING
Given the social graph G, the propagations log D and

a positive integer K, our aim is to detect and estimate a
set of K overlapping communities, which are specified by
the parameter set Θ = {Π,Πs,Πd}. Assuming links and
propagation traces independent, the likelihood of the data
given the model parameters Θ, can be expressed as:

P (G,D|Θ) =
∏

(u,v)∈A

P (u, v|Θ) ·
∏
a∈D

P (a|Θ) (7)

where

P (u, v|Θ) =
∑
k

ϑk
uφ

k
vπk

and

P (a|Θ) =
∑
k

∑
u∈Fia,va

πkθ
k,a
u ϕk,a

u,va

The above likelihood is difficult to maximize, due to the
presence of three latent variables modeling respectively the
community assignments and the latent influencer. Making
these variables explicit through binary assignments zkℓ , z

k
a

and wu
a , yields:

P (G,D, ZG,ZD,WD|Θ) =
∏

ℓ≡(u,v)∈A

∏
k

(
ϑk
uφ

k
vπk

)zkℓ

·
∏
a∈D

∏
k

∏
u∈Fia,va

(
πkθ

k,a
u ϕk,a

u,va

)zkawu
a

(8)



δkū = log

{ ∑
v:(ū,v)∈A γū,v,k +

∑
a∈D:ū∈Fia,va

ηū,a,k

ϑk
ū

∑
(u,v)∈A γu,v,k +

∑
a∈D:ū∈Fia (ta) θ

k,a
ū

∑
u∈Fia,va

ηu,a,k

}
(5)

λk
v̄ = log

{ ∑
u:(u,v̄)∈A γu,v̄,k +

∑
a:va=v̄

∑
u∈Fia,v̄

ηu,a,k

φk
v̄

∑
(u,v)∈A γu,v,k +

∑
a:v̄ ̸∈Cia (ta−1)

∑
u∈Fia,va :(u,v̄)∈A ηu,a,kϕ

k,a
u,v̄

}
(6)

Figure 2: Update formulas for the GEM procedure.

As a consequence, the expected complete-data log-likelihood
can be defined as:

Q(Θ,Θ′) =
∑

(u,v)∈A

∑
k

γu,v,k(Θ
′)
[
log πk + log ϑk

u + logφk
v

]
+

∑
a∈D

∑
k

∑
u∈Fia,va

ηu,a,k(Θ
′)
(
log πk + log θk,au + log ϕk,a

u,va

)
where

γu,v,k(Θ) = P (zkℓ |ℓ ≡ (u, v) ∈ A,Θ)

=
ϑk
uφ

k
vπk∑

k′ ϑk′
u φk′

v πk′

(9)

and

ηu,a,k(Θ) = P (zka , w
u
a |a ∈ D,Θ)

=
P (a ∈ D|wu

a , z
k
a ,Θ)P (wu

a |zka ,Θ)P (zka |Θ)

P (a ∈ D|Θ)

=
ϕk,a
u,vaθ

k,a
u πk∑

k′
∑

u′∈Fia,va
ϕk′,a
u′,va

θk
′,a

u′ πk′

(10)

The standard EM approach expects that, given a previous
value Θold, Q(Θ,Θold) can be optimized with respect to Θ.
An optimal solutions for Π is straightforward:

πk =

∑
(u,v)∈A γu,v,k +

∑
a∈D

∑
u∈Fia,va

ηu,a,k

m+
∑

a∈D
∑

k

∑
u∈Fia,va

ηu,a,k
(11)

The remaining parameters cannot be solved in a closed
form, due essentially to the non-linearity of the multinomial
parameters. We overcome this limitation by resorting to
a slight modification of the EM approach, which combines
the Improved Iterative Scaling algorithm in the Generalized
Expectation-Maximization (GEM) procedure [38]. Rather
than maximizing Q(Θ,Θold), we look for an upgrade Γ of
Θold that guarantees

Q(Θold + Γ,Θold) ≥ Q(Θold,Θold)

We introduce for each πk,s
u an upgrade δku, and for each πk,d

v

an upgrade λk
u. By algebraic manipulations, the above in-

equality yields the updates 5 and 6 in Figure 2. It is worth
noticing how both the updates add two main contributions,
coming respectively from the links in the graph and the prop-
agations log.
The general scheme of the parameter estimation is given in

Algorithm 1. The initialization can be accomplished in sev-
eral different ways, for instance: (i) randomly, enforcing the
constraint

∑
k πk = 1 and with πs

u, π
d
u ∈ [−πMIN , πMAX ]

(e.g., [−2, 2]); (ii) by fitting a simpler model (e.g., consid-
ering only the social graph structure). Also, the estimation
of the number of communities K is accomplished through

Algorithm 1: CCN model parameters estimation

Input : Graph G = (N,A), propagation log D, and
K ∈ N+.

Output: The set of all parameters, Θ = {Π,Πs,Πd} .

init(Π ,Π s ,Π d); //Initialization of parameters
repeat

forall the k ∈ {1, . . .K} do
forall the ℓ ≡ (u, v) ∈ A do

compute γu,v,k according to eq. 9
end
forall the a ≡ (ia, va, ta) ∈ D do

forall the u ∈ N do
compute ηu,a,k according to eq. 10

end

end

end

E
-s
te
p

M
-s
te
p

forall the k ∈ {1, . . .K} do
compute πk according to equation 11
forall the u ∈ N do

compute δku and λk
u according to eqs. 5-6

π
k,s(new)
u ← πk,s

u + δku
π
k,d(new)
u ← πk,d

u + λk
u

end

end

until convergence;

model selection, by resorting to the standard BIC criterion
[48] which penalizes the log likelihood in a way proportional
to the complexity of the model:

BIC(Θ) = −2 logP (G,D|Θ) + C log(m+ nd) (12)

where C represents the number of free parameters, that is,
C = |Π| − 1 + |Πs|+ |Πd| = K(2n+ 1)− 1.

4. EXPERIMENTAL EVALUATION
The joint modeling of the incidence matrix and the prop-

agation logs, provides a powerful framework to detect and
understand different patterns within the data. In this sec-
tion we analyze the application of the proposed technique
to real networks and propagation logs. More specifically, we
are interested in:

• investigating whether the CCN method is actually ca-
pable of detecting communities within data;

• assessing the adequacy of the model to fit real data;

• unveiling the complex and hidden relationships between
groups and influence propagation;

• charactering the discovered community structures.
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Figure 3: Cumulative distribution of Fi,v (col. 1); cumulative distribution of actions per item (col. 2); cumulative distribution
of actions per user (col. 3); cumulative InDegree (col. 4); cumulative OutDegree (col. 5).

Datasets. We use three real-world datasets, each of them
containing both a social graph G and a log D of past activa-
tions relative to a given time interval. These datasets come
from Digg2 (www.digg.com), Flixster 3 (www.flixster.com)
and Yahoo! Meme (http://meme.yahoo.com). Digg is a so-
cial news website, where users vote stories. In this case the
activation log contains information about which user voted
which story (item) at which time. If we have user v vote a
story about the new iPhone, and shortly later v’s friend u
does the same, we consider the story as having propagated
from v to u, and v as a potential influencer for u. Flixster is
one of the main players in the mobile and social movie con-
sumption business. Here, an item is a movie, and the action
of the user is rating the movie; an item propagates from v to
u, if the v’s activation on the item is followed shortly enough
by u’s activation. Meme is a (discontinued, as of today) mi-
croblogging service which allows users to share snippets of
text, images, sounds or videos with their social connections.
Here the propagations are by means of re-posting informa-
tion “memes”. The propagation window ∆ is set to 1 month
for all the three datasets.
Table 1 and Figure 3 report the main characteristics of the

datasets. It is worth noticing how the three datasets exhibits
different features. For instance, the first column of Figure 3
reports the distribution of Fi,v, that is, for each pair item-
user (i, v) the number of possible influencers: we can see that
this number is quite low in Digg and high in both Flixster
and Meme. Also, the social graph in Flixster is undirected,
allowing us to investigate how the CCN technique adapts to
undirected graphs.

2www.isi.edu/~lerman/downloads/digg2009.html
3http://www.cs.sfu.ca/~sja25/personal/datasets/

Digg Flixster Meme
Users 1,000 29,357 9,385

Social Relationships 24,842 425,228 1,144,932
Bidirectional N Y N

Items 31,911 11,659 12,760
Overall Activations(|L|) 1,086,065 6,529,011 726,809
Influence Episodes (|D|) 315,377 2,239,744 684,368

Table 1: Summary of the propagation and link data.

Model assessment. There are a number of measurements
which can be used to asses the performance of the CCN
model. First, the study of the likelihood provides insight on
how the models fit the data. Table 2 shows both the pe-
nalized log-likelihood of eq. 12 and the likelihood ratio. The
latter is the ratio between the hypothesized model and an
alternative model [13]. In our case, it is the ratio between a
given model and the previous model: i.e., 2 communities are
compared to 1 community, 4 are compared to 2 and so on. A
large value of the ratio denotes that there is a better fitting of
the hypothesized model with respect to the previous model.
It has been shown that the likelihood ratio approximates the
χ2 distribution for large values of the sample size. Hence,
this value gives us an insight of the statistical significance of
the model, compared to simpler models.

In a preliminary measurement (not reported here), we
found that the ratio between models K > 1 and the null
model,where K = 1, passes the test with 95% significance.
This is a clear sign of the presence of community structures
in the data. Notably, the test exhibits high positive values
on all the cells. The significance of such values can be mea-
sured by resorting to the χ2 test, as mentioned before. What
is worth observing here is that both the likelihood ratio and
the penalized log-likelihood agree on the optimal number of
communities, which is assessed to 8 communities for Digg,
and 16 for Flixster and Meme.



# Communities
2 4 8 16 32

Likelihood Ratio
Digg 5.06E+04 1.50E+05 2.28E+04 2.28E+03 1.82E+03

Flixster 1.85E+06 2.11E+06 1.65E+06 3.40E+06 4.19E+06
Meme 1.48E+05 1.80E+05 3.91E+05 1.51E+06 1E+06

Penalized LogLikelihood
Digg -4.54E+06 -4.41E+06 -4.40E+06 -4.45E+06 -4.54E+06

Flixster -5.37E+07 -5.21E+07 -5.15E+07 -5.02E+07 -5.02E+07
Meme -5.08E+07 -5.07E+07 -5.06E+07 -4.97E+07 -4.99E+07

Learning Time(Hours)
Digg 1.191 1.87 3.15 6.064 10.81

Flixster 15.90 20.04 28.73 32.05 59.27
Meme 15.10 23.89 40.98 74.69 129.73

QG/ QD

Digg 4.31E-08/2.60E-02 5.11E-08/2.95E-02 6.56E-08/2.98E-02 7.00E-08/3.75E-02 8.16E-08/3.97E-02
Flixster 7.34E-13/1.72E-03 1.61E-12/1.90E-03 4.35E-12/1.96E-03 7.55E-12/2.00E-03 1.67E-11/2.63E-03
Meme 5.42E-11/1.22E-03 9.22E-10/1.26E-03 1.30E-09/1.30E-03 1.49E-09/1.36E-03 1.87E-09/1.67E-03

Table 2: Summary of the quality measures.

For the learning time, the table highlights a main issue
with the CCN model: a slow (albeit linear) convergence,
due mainly to two reasons: (i) the extreme computational
burden of the update equations δkū and λk

v̄ , and (ii) the fact
that the M step is an improvement, rather than an optimiza-
tion step. The GEM procedure typically exhibits a slower
convergence rate than the standard EM procedure: the re-
sult is that the learning phase requires more iterations, and
each iteration is extremely heavy.
Regarding the first issue mentioned above, it is worth

noticing that the main overhead is intrinsic in the explo-
ration of the set of active neighbors who may have poten-
tially triggered the considered activation, in order to deter-
mine the most likely influencer. This phase is generally rec-
ognized as extremely computing-intensive, and it is a com-
mon problem in several method for the estimation of the
influence probabilities in a network.
Next, inspired by the well-known modularity measure [39],

we define two quality measures (for the graph and the prop-
agations log respectively) suitable for our context. In the
original formulation, the modularity compares the structure
of the graph to that resulting from a random graph, repre-
senting a null model. It can be loosely interpreted as follows:
for each pair u, v of nodes, the modularity measures whether
an actual edge is likely in the hypothesized model. A non-
positive weight is associated with unlikely edges, as well as
to prospective edges not actually appearing in the graph.
Conversely, actual edges which fit the model get a positive
weight. We adopt an alternative formulation suitable for our
context, but based on a similar principle: actual edges get a
positive weight only if they are likely in the model, whereas
prospective edges which do not appear in the graph and are
likely in the model get a negative weight. The weight is
proportional to the probability to observe the edge in the
random graph model:

QG =
1

n(n− 1)

K∑
c=1

P (c)
∑

u,v∈V

[Au,v − P (u, v)] ruvc (13)

In the above equation, Au,v is the cell of the adjacency
matrix corresponding to the pair (u, v), and P (u, v) =
kout
u kin

v /m2 represents the probability of observing the link
(u, v) in the null (random graph) model. Also, ruvc is the
likelihood of observing the link (u, v) in the community c
(ruvc = ϑc

u · φc
v in the CCN model) and P (c) = πc.

A similar formulation can be established for the QD mea-
sure relative to the action log D. Following the interpre-
tation of D as a bipartite graph, the null model is again a
random bipartite graph associating items to users. Hence,
P (i, v) = k̃out

i · k̃in
v /n2

d where k̃out
in is the outdegree of in in D,

and k̃in
vn the indegree of vn. Computing QD for action logs

involving a large number of items and users is unpractical,
as it requires considering all the possible triplets (i, v, t). A
simplified formulation can only consider the actions actually
occurring in D:

QD =
1

nd

∑
c

P (c)
∑
a∈D

(1− P (a)) r̃ac (14)

where again r̃ac represents the probability of observing
a = (i, v, ti(v)) in c (encoded as

∑
u∈Fi,v

θc,au · ϕc,a
v,u in the

CCN model). Notice that, since we only concentrate on true
actions, QD is non-negative and its value increases with the
numbers of communities, although we can expect to observe
a saturation point.

The values for QG and QD are shown in table 2. We can
observe the following:

• the values of QG are always positive. The bias towards
0 is mainly due to the distribution of the values ruvc,
which we investigate in the following section.

• The values of QD increase (as expected) with the num-
ber of communities, and in general tend to exhibit a
higher value than those of QG. Again, the distribution
of r̃ac tends to bias the values towards 0.

Analysis. Here we concentrate on the three best models
detected in the previous section, and analyse them. We
begin with an overall glance at how the models fit the data.
To this purpose, for each dataset we plot both the adjacency
matrix A and the influence matrix I, the latter being the
matrix where each pair (u, v) denotes the number of actions
a ∈ D where u influenced v according to the model, i.e.

Iu,v = |{a = (i, v, t) ∈ D|u ∈ Fi,v, u = argmax
u′∈Fi,v,1≤k≤K

ηu,a,k}|

Rows and columns in both matrices are grouped in buck-
ets, where a user u is associated to a bucket r computed as
r = argmaxk P (ck|u) = argmaxk

∑
v γu,v,k for the rows and

r = argmaxk P (ck|u) = argmaxk

∑
v γv,u,k for the columns.

The expected results are matrices where both the adjacen-
cies and the influences exhibit block structures with different
densities. Indeed blocks are clearly visible in Figure 4. For
the Digg dataset, which does nor provide an immediate vi-
sual perception, we also produced density plots (Figure 5),
where the greyscale in each block represents the density of
values within the block. In these latter plots, the structure is
once again evident. A closer look at such matrices allows us
to get some insights on how the communities are structured.
First of all, the matrices reflect a community structure that
is inferred by both the action log and the graph structure:
indeed, blocks are clearly visible in both the incidence and



Figure 4: Density plots of the blocks within the adjacency matrix (first row), and of the influence matrix (second row).

the influence matrices. Also, the way blocks are structured
is clearly different in the two matrices: for Digg, for exam-
ple, Figure 5 shows two different blocks of high density: the
one relative to the 5th community for the incidence matrix,
and the one relative to the 7th community for the influence
matrix, respectively. It is also useful to compare the inci-
dence matrix with the one that would result by learning a
model without the action log D. Figure 6 shows the blocks
that would result in the incidence matrix by running the
CCN algorithm without the D component. A comparison of
this matrix with the one in Figure 5 highlights significant
differences in the way communities are structured.
For all the three datasets, the matrices exhibit a diagonal

structure, a clear indication that users are generally bound
to single community. Nevertheless, other blocks can be de-
tected, and they denote the overlapping behavior of some
users: since communities model links and actions, some
users are likely to assume different roles in more than one
community. To this purpose, it is interesting to investigate
the distributions of the parameters inferred by the model.
We concentrate on Digg only in the following, although sim-
ilar conclusions can be drawn for the other two datasets.
Figure 7 shows such distributions. Notice that, for each

community, the value corresponding to a specific user is
given by a strip line, where the grey level represent the value
in scale. Again, users are sorted according to a given rank,
and ranks are assigned by associating each user to the com-
munity whose corresponding value is higher (for example,

a user u where φk
u ≥ φk′

u is ranked by k in the plot rela-
tive to φ⃗).4 Again, plots exhibit a diagonal structure, where
values tend to predominate within a specific community. A
similar pattern can be observed also when investigating in-

4The rankings in these matrices are different from the previ-
ous ones, because in this case we are interested in detecting
peaks in the distributions. In principle, we expect that each
community is characterized by a kernel of users whose values
dominate over those of the others.

Figure 5: Density plots of the blocks within the adjacency
and influence matrices for Digg.

Figure 6: Blocks within the adjacency matrix, resulting by
applying CCN to G only: actual values and density regions.

fluence (second row of Figure 7): the first plot shows the
frequency distribution actions for influencing users, the sec-

ond plot (where users are ranked according to ϑ⃗) shows how
such values distribute for each user and each community.
Third and fourth plots report the same information but this
time for influenced users.

Finally, Figure 8 plots some characterization of the eight
communities found in the Digg dataset. The first plot re-
ports in how many communities each user and each item
participate. The histograms show that, while users tend to
contribute to few communities, a similar tendency cannot be
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Figure 7: First Row: Distribution of the model parameters: Πd, φ⃗, Πs and ϑ⃗. Second row: Frequency distributions for
influence: influencing (first two plots) and influenced users (remaining plots).

detected for items involved in actions, which spread across
different communities. The second plot shows how nodes,
links, and items populate each of the eight communities.
We can observe that the communities found are quite equi-
librated in this respect. Note that in this histogram nodes
and items can simultaneously appear in multiple communi-
ties, whereas links are associated to a single community.

5. CONCLUSIONS AND FUTURE WORK
The CCN model proposed in this paper provides a simple

probabilistic framework for jointly modeling the community
structure of a social network and the information cascades
happening on the same social network. The key intuition
is that each observed action (e.g, the creation of a follower-
followed link in Twitter, or the re-tweeting of a meme) can
be explained by the same hidden factors, namely the level
of “active involvement” πc,s

u of user u in a topic/community
c, and the degree of “passive involvement” πc,d

u . The ex-
perimental analysis on three real-life datasets confirms our
intuition.
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Figure 8: Distribution of the number of communities per
item/node (left), nodes, links and items population for each
of the eight communities (right).

We believe that, thanks to its simplicity, our CCN model
has a wide range of potentialities still unexplored. By model-
ing communities and cascades formation jointly, CCN might
be a useful tool in the analysis of both social phenomena,
potentially providing interesting insights that cannot be ob-
tained by analysing the two phenomena in isolation.

Being a stochastic generative model, CCN lends itself to
a variety of predictive tasks. As a matter of fact, there are
several application scenarios where it is important to pre-
dict whether a user shall adopt a given item, or whether two
users are likely to be connected. For instance, predicting
whether a user will be influenced and will participate in a
cascade is a key step in influence maximization [28] for viral
marketing. Predicting links formation instead can be used
for user-to-user recommendation, as well as to the analysis
of the evolution of the social networks. Since CCN models
directly such probabilities, it is important to evaluate the
accuracy of such predictions. In our previous studies [8, 9],
we already showed that topic modeling improves the predic-
tive accuracy for item adoption. We expect similar findings
for CCN, and we plan to assess this in our future work.

A main drawback of the CCN model is the slowness of
the learning phase. However, some of the causes of such
slowness are structural and related to the general problem
of estimating influence strength. Under this perspective, we
plan to study how to parallelize the learning phase.

Finally, it is important to devise a extension of the CCN
approach which relies on a bayesian treatment: since large
graphs and action logs are sparse data, a treatment of priors
can make the technique more robust, even in the presence
of extreme values.
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