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Given a linearly independent set of vectors xy, ... ,xHECd, the Gram-
Schmidt orthogonalization procedure produces a new set yq, .. .. ¥y, such that y,
1s contained in the linear span of x;, ... ,x, 1=i<n, and y?‘}TI:O, 1 #=j. They,
are produced sequentially, using the formula

]
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=1y,

There is a simple NC algorithm for producing the y,. Let A be a square
matrix with the property that all principal minors are nonsingular. Let

Ay
denote the determinant of the submatrix of A consisting of rows iy, ... ,i,, and
columns j{, /9, . .. .Jj,- Then A=LU, where
|ats | Aty et
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Note that L is lower triangular and U is upper triangular. L and U can be
computed in NC using Csanky’s algorithm [2].

Now let P be the dXn matrix whose columns are the given vectors
Xy oe o, x,. By results of [1,3], we can assume without loss of generality that
the x, are linearly independent. Then all principal minors of PYP are non-
singular. Using the LU algorithm above, compute

PTP = LU, Q = P(LhHT.
Let yy, ... ,y, be the columns of @. Then y, is contained in the linear span of
X, . ..,x; since (L 1T is upper triangular; and the y, are orthogonal, since

QTQ =L 'PTPL HT = L Lo ™H = v YT
is upper triangular and Hermitian, thus diagonal.
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