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Abstract

The ability to direct a viewer’s attention has important applications
in computer graphics, data visualization, image analysis, and train-
ing. Existing computer-based gaze manipulation techniques, which
direct a viewer’s attention about a display, have been shown to be
effective for spatial learning, search task completion, and medical
training applications. In this work we extend the concept of gaze
manipulation beyond digital imagery to include controlled, real-
world environments. We address two main challenges in guiding
attention to real-world objects: determining what object the viewer
is currently paying attention to, and providing (projecting) a visual
cue on a different part of the scene in order to draw the viewer’s at-
tention there. Our system consists of a pair of eye-tracking glasses
to determine the viewer’s gaze location, and a projector to create
the visual cue in the physical environment. The results of a user
study show that we can effectively direct the viewer’s gaze in the
real-world scene. Our technique has applicability in a wide range
of instructional environments, including pilot training and driving
simulators.

CR Categories: I.3.6 [Computer Graphics]: Methodology and
Techniques—interaction techniques I.4.7 [Image Processing and
Computer Vision]: Feature Measurements—projections I.4.7 [Im-
age Processing and Computer Vision]: Feature Measurements—
feature representation;
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1 Introduction

In this paper, we present a technique for directing a viewer’s atten-
tion in a controlled, real-world environment. Gaze manipulation
approaches have been shown to be effective for computer-based
spatial learning [Walther et al. 2005; Bailey et al. 2012], search
task completion [McNamara et al. 2009], and medical training ap-
plications [Litchfield et al. 2010; Sridharan et al. 2012]. Existing
computer-based gaze manipulation techniques, however, are mostly
designed to guide a viewer’s attention about a static digital display.
We focus here on a technique called Subtle Gaze Direction [Bai-
ley et al. 2009] that combines eye tracking with subtle image-space
modulations to guide a viewer’s gaze in a manner that has minimal
impact on the viewing experience. The modulations are only pre-
sented to the peripheral regions of the field of view and are termi-
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Figure 1: Annotated photograph of the real-world gaze manipu-
lation setup. The current fixation is determined using a wearable
eye-tracker. A projector is used to create a visual cue on another
part of the scene in order to guide the viewer’s gaze to that location.
This process can be repeated to guide the viewer over time.

nated before the viewer can scrutinize them with high acuity foveal
vision. Such approaches are preferred to more overt techniques that
require permanent alterations to the scene to highlight areas of in-
terest.

The goal of this work is to develop and test various approaches to
extend the concept of gaze manipulation beyond digital imagery to
include controlled, real-world environments. There are two main
challenges to guiding attention to real-world objects: (1) determin-
ing what the viewer is currently paying attention to, and (2) provid-
ing (projecting) a visual cue on other parts of the scene to draw the
viewer’s attention there. In our system (Figure 1), the user wears a
pair of eye-tracking glasses that allow for unrestricted head move-
ment. The glasses are equipped with a front facing camera that
captures the scene that the viewer is looking at and determines the
viewer’s gaze position within the scene. We extract the image fea-
tures (SIFT) from this camera’s video feed near to the viewer’s cur-
rent fixation and search for matching features in a corresponding
high resolution source image. This allows us to infer the location
of the viewer’s current fixation on the high resolution image. Once
we have established where the viewer is looking, a visual cue (sub-
tle luminance change or a more overt flash) can then be projected
onto another part of the scene to attract the viewer’s attention. This
can be repeated as necessary to guide the viewer’s gaze over time.

We evaluated the effectiveness of our system by conducting an ex-
periment in which we guided viewers to look at sequences of ob-
jects in a scene. On average, for a given sequence of eight objects,
less than one error was reported. Furthermore, only 18 percent
of the trials had more than 1 sequence error. We also found that
this approach to gaze manipulation was fast as subjects typically
attended to the target regions within 0.5 seconds of the onset of the
visual cue.



Our technique has high applicability in instructional environments
such as aircraft cockpits. For example, it can be used to direct
novice pilots to pay attention to situation-relevant instrumentation
in response to an event such as equipment failure or adverse weather
conditions or to help then learn the order of operational protocols
such as takeoff and landing procedures. With our system, it is also
possible to capture the fixation sequence of veteran pilots and use it
to guide novices. Similar training can be done in driving simulators
and systems for navigation aid.

The remainder of this paper is organized as follows: background
and related work is presented in section 2, the system design is pre-
sented in section 3, the user study is described in section 4, results
and discussion are presented in section 5, and the paper concludes
in section 6 with a summary of the contributions and potential av-
enues of future research.

2 Background

In humans, foveal vision (center of gaze) has very high acuity when
compared to peripheral vision. The falloff in visual acuity as dis-
tance from the fovea increases is directly related to the distribution
of the cone photoreceptors in the retina [Osterberg 1935]. The den-
sity of cones, and hence the visual acuity, is very high in the fovea
and falls off rapidly as the angle increases. The fovea itself has a
diameter of 1.5mm and subtends an angle of approximately 2 de-
grees of the visual field. This means that at any instant, less than
0.05% of our field of view is seen in high resolution. We overcome
this limitation by quickly scanning about the scene. These rapid
eye movements are called saccades and the brief pauses to focus on
objects within the scene are called fixations. Most saccades occur
at a level below conscious awareness.

Eye-tracking provides a mechanism for monitoring where our high
acuity vision gets focused in a scene or on a display. Eye-tracking
systems first emerged in the late 1800s (see [Jacob and Karn 2003]
for a review of the history of eye-tracking) and over the years vari-
ous approaches have been used to track viewer gaze including mag-
netic coils embedded into contact lenses and electrooculograms
(EOG) which attempt to determine eye-position by taking advan-
tage of the voltage difference between the retina and cornea. Most
modern eye-tracking systems are video-based — a video feed of
the subject’s eye is analyzed to determine the center of the pupil
relative to some stable feature in the video (such as the corneal re-
flection). A brief calibration procedure is usually necessary to es-
tablish the mapping of the subject’s eye position to locations within
the scene. The accuracy of video-based eye-trackers has improved
in recent years with many commercial systems reporting gaze po-
sition accuracy < 0.5◦. Eye-tracking systems are primarily used
to collect eye movement data during psychophysical experiments.
This data is typically analyzed after the completion of the experi-
ments. However during the 1980s, the benefits of real-time analysis
of eye movement data were realized as eye-trackers evolved as a
channel for human-computer interaction [Levine 1981; Hutchinson
et al. 1989].

Wearable eye-trackers began to emerge during the late 1990s [Pelz
et al. 2000; Babcock and Pelz 2004]. Today most of the commer-
cial eye-tracking companies offer head-mounted eye-tracking so-
lutions. Head-mounted eye-trackers allow researchers to capture
information about the visual behavior and perceptual strategies of
people who were engaged in tasks outside of the laboratory. They
have already been used in a wide range of settings including driv-
ing [Sodhi et al. 2002], sports [Chajka et al. 2006], geology [Evans
et al. 2012], and mental health monitoring [Vidal et al. 2012].

There has been extensive research to determine what guides viewer
attention. It is well known that the pattern of eye movements de-

pends on the viewer’s intent or the task assigned [Yarbus 1967;
Henderson and Hollingworth 1998; Tatler et al. 2010]. Image con-
tent also plays a role. For example, it is natural for humans to be im-
mediately drawn to faces or other informative regions of an image
[Mackworth and Morandi 1967]. Additionally, research has shown
that our gaze is drawn to regions of high local contrast or high edge
density [Mannan et al. 1996; Parkhurst and Niebur 2003]. Re-
searchers continue to debate whether it is salient features or contex-
tual information that ultimately drives attention during free viewing
of static images [Chen and Zelinsky 2006; Underwood and Foul-
sham 2006; Torralba et al. 2006; Brockmole and Henderson 2006].

Jonides [Jonides 1981] explored the differences between voluntary
and involuntary attention shifts and referred to cues which trigger
involuntary eye-movements as pull cues. Computer based tech-
niques for providing these pull cues are often overt. These include
simulating the depth-of-field effect from traditional photography to
bring different areas of an image in or out of focus or directly mark-
ing up on the image to highlight areas of interest [DeCarlo and San-
tella 2002; Grant and Spivey 2003; Thomas and Lleras 2007; Wang
and Spelke 2002; Groen and Noyes 2010]. It is also possible to
direct attention in a subtle manner. For example, the Subtle Gaze
Direction (SGD) technique [Bailey et al. 2009] works by briefly in-
troducing motion cues (image space modulations) to the peripheral
regions of the field of view. Since the human visual system is highly
sensitive to motion, these brief modulations provide excellent pull
cues. To achieve subtlety, modulations are only presented to the pe-
ripheral regions of the field of view (determined by real-time eye-
tracking) and are terminated before the viewer can scrutinize them
with high acuity foveal vision.

Actively guiding viewers’ attention to relevant information has
been shown to improve problem solving [Jamet et al. 2008; Grant
and Spivey 2003; Groen and Noyes 2010]. It has also been shown to
enhance spatial learning by improving the recollection of location,
size and shape of objects in images [Walther et al. 2005; Thomas
and Lleras 2007; Wang and Spelke 2002; Bailey et al. 2012]. Gaze
manipulation strategies have also been used for improving perfor-
mance on visual search tasks by either guiding attention to previ-
ously unattended regions [Qvarfordt et al. 2010] or guiding atten-
tion directly to the relevant regions in a scene [McNamara et al.
2009; McNamara et al. 2012].

Gaze manipulation has high applicability in instructional environ-
ments. Numerous studies have been conducted to understand ex-
perts’ eye movements for specific tasks and to use their fixation
sequence to guide novices during training. This has been done in
tasks such as aircraft inspection [Sadasivan et al. 2005] and optic
disc examinations [O’Neill et al. 2011]. An interesting application
of this approach is in the area of medical image analysis to under-
stand the cognitive strategies employed by experts [Vaidyanathan
et al. 2011; Li et al. 2012]. Litchfield et al. [2010] [2011] showed
that viewing an expert’s eye movements can help to improve iden-
tification of pulmonary nodules in chest x-rays. Gaze manipulation
has also been used to subtly guide novices along the scanpath of
an expert radiologist as they try to identify abnormalities in mam-
mograms [Sridharan et al. 2012]. Results of that study reveal that
novices who were guided performed significantly better than the
control group (no gaze manipulation). They also continued to per-
form better once the training was complete and gaze manipulation
was disabled.

Motivated by these observations, the goal of this work is to ex-
tend the concept of gaze manipulation beyond digital imagery to
include real world environments. The concept of guiding attention
(pointing) in physical spaces is well established in art, photogra-
phy theatre and cinema. In most cases this relies on clever use of
contrast and composition, direct manipulation of lights, or manual



post-processing to highlight regions or characters of interest. Sev-
eral augmented reality systems have also been developed to directly
highlight real-world objects [Wellner and Freeman 1993; Raskar
et al. 2000; Gurevich et al. 2012] or to highlight objects on a video
feed of the real world [Chastine et al. 2008; Gauglitz et al. 2012].
However, none of these systems take the viewer’s gaze into account
or attempt to guide attention without using overt cues. One notable
exception is the work by Veas et al. [2011] where they pre-process
video feeds to increase the saliency of target regions while reduc-
ing the saliency of surrounding regions. They do this by adjusting
the contrast of the various channels in CIELAB space to create a
natural looking change to the image which increases the likelihood
of the target regions being attended to. In their work, eye-tracking
was only used to test if the subjects actually paid attention to tar-
get regions. Furthermore, their technique does not actively try to
shift attention between multiple targets. In contrast, we adopt an
approach similar to the Subtle Gaze Direction technique, where eye
tracking is used to monitor where the viewer is attending to in the
scene in real-time. A visual cue is then projected onto another part
of the scene to draw the viewer’s attention. This process is repeated
to guide the viewer’s gaze about the scene.

3 System Design

As discussed earlier, the two main challenges to guiding attention
in real world environments are (1) determining what the viewer
is currently paying attention to, and (2) projecting visual cues on
other parts of the scene to draw the viewer’s attention. Our sys-
tem combines the use of eye-tracking glasses, a standard projec-
tor, and a high-resolution source image of the scene being viewed
(taken approximately from the projector’s perspective). The eye-
tracking system computes the fixation position within the scene that
the viewer is attending to. SIFT descriptors are then extracted in the
regions surrounding the fixation point in the scene image. These are
compared against pre-computed SIFT descriptors from the source
image. The output from this matching algorithm allows us to infer
the location of the viewer’s fixation on the source image. This is
an important step in our process as it contributes to the subtlety of
technique by ensuring that we do not attempt to guide the viewer
to objects they are already attending to. Once the current fixation
is determined, viewer attention can then be guided by projecting a
visual cue onto another part of the scene.

We established the following design goals:

• The system should perform in real-time.

• The system should allow for unrestricted movement of the
viewer as long as their fixations remain within the region cov-
ered by the source image.

• The system must be robust even under ill-conditioned and ill-
posed situations such as track-loss or when the viewer looks
away from the scene.

We make the following assumptions:

• The system will be used in a visually stable environment (i.e.
unchanging external lighting and no moving objects).

• The objects in the scene are non-transparent and well defined
in terms of color, contrast, size, shape and texture.

These assumptions are necessary to ensure a high correlation be-
tween the SIFT descriptors from the eye tracker scene camera and
the SIFT descriptors from the source image. To accomplish all of
this in real-time, our system performs image matching on a frame-
by-frame basis using multiple GPUs.

Figure 2: System architecture and data flow.

3.1 System Overview

Figure 2 shows the architecture for our real-world gaze manipula-
tion framework. The eye tracker used in our system is a Senso-
Motoric Instruments (SMI) Eye Tracking Glasses. The glasses are
equipped with a front facing camera (scene camera) that captures
the scene that the viewer is looking at as well as two rear facing
cameras that capture binocular eye movements (eye cameras). The
resolution of the scene camera is 1280 x 960 @ 24p and the field of
view is 60◦ horizontal and 46◦ vertical. Gaze position within the
scene is computed using SMI’s proprietary eye-tracking software at
a rate of 30 Hz. The eye tracker is connected to a dedicated laptop
which computes the viewer’s fixations on the scene camera frames
in real time. The laptop is powered by a dual core processor with
4 GB RAM. The compressed video and fixation data are streamed
over the network to a desktop for further processing. The desktop
is equipped with 24 GB RAM, dual hexa-core processors and dual
GTX 590 graphics cards. A standard RGB projector completes the
hardware for our system.

SIFT descriptors of the source image are computed ahead of time
using one of the GPU cores. The eye tracker system streams gaze
positions and scene camera frames in real time over the network
through a UDP socket. These gaze points and the compressed scene
frames are added to a FIFO queue. Three GPUs are used to process
this information to compute the SIFT descriptors. A dedicated GPU
core performs SIFT descriptor matching between the scene and the
source image. To reduce computation time and improve the likeli-
hood of solution convergence, only a subset of the SIFT matches are
extracted around the current fixation point. The resulting matching
points are used by a multi-threaded CPU program to infer where the
viewer is attending to in the source image. This distribution of work
between the GPUs and CPU allows our system to run in real-time.

Our system was developed in C++ and utilizes a variety of libraries



for specific tasks including SMI’s proprietary API for interfacing
with the eye tracking glasses, SiftGPU [Wu 2007], the Eigen li-
brary [Guennebaud et al. 2010] for linear algebra and related algo-
rithms, and finally SFML for data visualization. Underlying tech-
nologies include CUDA and OpenGL for SiftGPU and OpenMP for
the Eigen library.

3.1.1 SIFT descriptor extraction and matching

Sparse SIFT descriptors are computed for both the scene and source
images using SiftGPU. The thresholding values are set manually to
obtain optimum results for the given scene. This only has to be done
once since we are dealing with controlled environments where the
thresholds will not change from frame-to-frame.

Once descriptors for the current frame have been identified, they are
matched with the precomputed descriptors from the source image
as shown in Figure 3. To filter the matching results, we perform a
radial search about the fixation point until 5% of the total number
of descriptors in the source image have been found. We limit this
as it provides sufficient information to infer the fixation position
while not incurring any additional computational costs. To elimi-
nate incorrectly matched points from this subset of descriptors we
use Cook’s Distance measure [Cook 1977] which performs dimen-
sionless weighting of all values in a set, with respect to the mean
of that set. In our case, we expect that the positional average of
the subset of descriptors obtained in the scene image will be close
to the fixation point (in the Cartesian sense). This means that the
matched points with higher Cook’s Distance values are more likely
to be outliers. Once the outliers have been eliminated, we use a
least squares solver to infer the fixation on the source image.

3.1.2 Stability Considerations

Occasionally, situations may arise that lead to inaccurate results or
an inability to compute the fixation position on the source image.
The most common is a track-loss (i.e. the eye-tracker is not able
to detect the pupil due to blinks or extreme pupil position). In this
case the scene video frames will have no accompanying gaze in-
formation making fixation inference impossible. When this occurs
we simply discard the frames and resume once gaze positions are
again available. Also, if the viewer happens to look away from the
scene, then the inferred gaze position will naturally be incorrect.
We detect when this is happening by keeping track of the number
of matched descriptors from frame-to-frame. If the number changes
drastically (indicating dissimilar scenes) then we ignore the results
from the SIFT descriptor matching algorithm. Finally, it is possible
(though highly improbable) for the least squares solver not to con-
verge. This can only happen in cases where there are fewer than two
descriptors present (i.e. fixation occurs in a large uniform region of
the scene) or if all descriptors are co-linear. In these cases we sim-
ply reuse the previous frame’s result. By addressing all of these
ill-posed and ill-conditioned situations, we ensure that the system
is both accurate and stable.

4 User Study

The goal of the user study was to test the effectiveness of our real-
world gaze manipulation technique. Participants viewed a simple
scene consisting of eight objects. The intended viewing order was
not prescribed. After viewing the scene for a short period of time,
we then attempted to guide their attention through six sequences
of objects in the scene. The relevant objects were highlighted by
projecting a brief luminance modulation using the projector.

The modulations were constructed by alternately blending some
amount of black, then some amount of white. The rate at which

the blend is modulated is 10Hz. A Gaussian falloff is used to soften
the edges of the modulated regions. In our viewing configuration,
the modulation diameter on the physical objects ranged from ap-
proximately 2 centimeters to 4 centimeters (depending on distance
from the projector).

Figure 3 (top left) shows the source image of the scene used in
our user study. The objects in the scene were non-transparent and
well defined in terms of color, contrast, size, shape and texture.
The objects were highlighted in a randomized order to minimize
the introduction of learning effects.

Twenty participants (16 males, 4 females) between the ages of 18
and 29 volunteered for the user study. They all had normal, or
corrected-to-normal, vision and were naive to the purpose of the
experiment. They were simply instructed to look at the scene. Each
participant underwent a brief calibration procedure, away from the
scene, to ensure proper eye-tracking. Six randomly generated view-
ing sequences were presented to each participant with a 10 second
gap between sequences. Each sequence consisted of 8 objects. Be-
tween sequences the participants were told to reposition themselves
however they saw fit but to keep the scene visible. This ensured that
the data collected across all subjects covered a wide range of van-
tage points. The entire experiment (including calibration) for each
participant was less than 10 minutes. We recorded the viewer’s
gaze positions within the scene as well as the individual scene cam-
era frames during the experiment. Data from one participant was
excluded due to an extended period of track loss.

5 Results

We needed a robust mechanism to compare the intended viewing
sequence with the actual viewing sequence of each participant. The
actual viewing sequence is extracted from the eye-tracking data by
identifying the first fixation that occurs after the onset of the visual
cue. Levenshtein distance [Levenshtein 1965] provides an appro-
priate measure to compare distances between ordered sequences,
such as those recorded during our experiment. We assign labels A
through H to the eight objects in the scene as shown in Figure 6
(inset) and compare the intended viewing sequence with the actual
viewing sequence. Suppose for the eight objects in the scene that
the correct viewing order is [ABCDEFGH]. A Levenshtein distance
of 0 would indicate no difference, whereas a distance of 8 would in-
dicate the maximum difference.

Figure 4 shows the average and standard deviation of the Leven-
shtein distance for the six sequences for all participants. The simi-
lar averages and standard deviation values indicate that participant
performance remains consistent over time. The average of the Lev-
enshtein distance across all sequences for all participants is 0.85
(recall that the Levenshtein distance measure for this study ranges
from 0 to 8). This means that we can typically expect less than
one error per sequence. The histogram in Figure 5 shows the dis-
tribution of Levenshtein distance for all sequences. Notice that it
is skewed to the left indicating that a large number distance mea-
sures are close to zero. Only 18% of the trials had more than one
sequence error and the error rate falls off rapidly.

We also observed that the response time between the onset of the
modulation and the subsequent fixation on the object was approx-
imately 0.5 seconds. This is consistent with what was observed in
the Subtle Gaze Direction paper for digital images.

Overall these results indicate that our technique is indeed effective
at guiding attention in simple controlled real-world environments.
Figure 6 shows a representative frame from the scene camera video
that was captured from one subject for one of the sequences. It is
overlaid with the subject’s scanpath. The numbered red circles indi-



Figure 3: SIFT descriptor extraction and matching and fixation inference. Source image (top left), scene image (top right), and 5% of
the resulting descriptor matches (bottom). Correct matches are shown in green and an incorrect match (outlier) is highlighted in magenta;
current fixation is shown as a red cross; inferred fixation is shown as a green cross; the red circle shows the area in which the SIFT descriptors
are matched.

Figure 4: Summary of Levenshtein distances across all sequences
for all participants.

Figure 5: Histogram of Levenshtein distances across all sequences
for all participants.

cate the order of the fixations that occurred during the presentation
of the sequence and the size of the circle indicates the duration of
the fixation. In this particular example there was a perfect match
between the target sequence and the actual sequence.

To demonstrate the usefulness of real-world gaze manipulation, we
used our framework in a parts retrieval experiment. Parts from a
toy building set were arranged on a table in piles (see Figure 7)
and we asked six subjects to retrieve 10 parts. Three subjects were
given a sheet of paper with photos of the 10 parts (control) and
three subjects were told that we were going to attempt to guide
them to the correct parts. The results of this experiment are shown
in Figure 7. As expected, subjects in the control group had to shift
their attention back and forth between the printed sheet and the parts
on the table. They also had to develop a strategy for keeping track of
which parts were already found. This resulted in longer completion
times and greater likelihood of error. On the other hand, the gaze
guided group performed much better in terms of completion time
and error rate due to reduced cognitive load.

6 Conclusions & Future Work

The work presented in this paper extends the Subtle Gaze Direc-
tion technique to guide viewer attention in controlled real-world
environments. By projecting subtle luminance modulations into
the physical world, our system is capable of drawing attention to
a target region very quickly (response time ≈ 0.5 seconds) and the
process can be repeated on other parts of the scene to guide the
viewer attention over time. Results of a user study reveal that our
approach effectively guides viewers through sequences of objects
with less than one error per sequence consisting of eight objects.



Figure 6: Representative images showing the real-world gaze-guided scanpath of a single subject. The numbered red circles indicate the
order of the fixations that occurred during the presentation of the sequence and the size of the circle indicates the duration of the fixation.
Inset show the labels assigned to the various objects in the scene.

Figure 7: Performance of subjects on a parts retrieval task. Photo-
graph shows initial arrangement of parts on the table.

Furthermore, the likelihood of more then one error is only 18%.

The main limitation of our setup is restricted mobility due to the
dependence on a fixed projector. It would be better to present the
visual cues on a head-mounted display, however, commercial eye-
trackers with head-mounted displays for augmented reality appli-
cations are not yet commonplace. Note that other researchers have
attempted to track the eyes from below/above the frame of head-
mounted displays with limited success. Transitioning to an inte-
grated system would be simple and will greatly improve mobility
and also be less distracting to bystanders.

An obvious next-step for our work is to experiment with more

complex and dynamic environments. We will be able to leverage
recently published work from the eye-tracking community which
documents ‘best practices’ for collecting eye-tracking data in out-
door environments [Pelz et al. 2011; Evans et al. 2012] as well as
work from computer vision and augmented-reality on object detec-
tion and tracking [Wagner et al. 2009; Klein and Drummond 2003].

Successfully directing an observer’s gaze in the real world has many
applications including:

• Training: Beyond the cockpit and automobile console exam-
ples described earlier, directing gaze in the real world could
benefit training in a multitude of ways. For example, gaze
manipulation can be used to assist first responders in learning
the spatial layout of real buildings including the location of
fire exits and AED stations.

• Tourism: Tour guides are employed at attractions, parks, mu-
seums and galleries around the world. Their main function
is to point out interesting artifacts or landmarks in their spe-
cific environment. In situations where guides are not avail-
able, real-world gaze manipulation could be use to highlight
interesting objects on a self-guided tour.

• Advertising An obvious domain is advertising. Product
placement is an elegant science with companies competing



for limited shelf space for their products. Employing real-
world gaze manipulation techniques could prove valuable to
companies hoping to emphasize their products.

In summary we explored the question of guiding a viewers’ atten-
tion in a real world setting. Our technique extends the Subtle Gaze
Direction paradigm to guide attention to physical objects. Our sys-
tem provides an exciting foundation for future work.
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