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ABSTRACT

We present procedures that exploit mobility prediction and
prefetching to enhance offloading of traffic from mobile net-
works to WiFi hotspots, for both delay tolerant and delay
sensitive traffic. We evaluate the procedures in terms of the
percentage of offloaded traffic, the data transfer delay, and
the cache size used for prefetching. The evaluation considers
empirical measurements and shows how various parameters
influence the performance of the procedures, and their ro-
bustness to time and throughput estimation errors.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks|: Network
Architecture and Design—distributed networks, network com-
munications

General Terms

Algorithms, Performance

Keywords
Mobile data offloading, cellular and WiF1i integration

1. INTRODUCTION

Over the last few years, a major trend in mobile net-
works is the exponential increase of powerful yet affordable
personal mobile devices, such as smartphones and tablets,
with multiple heterogeneous wireless interfaces that include
3G/4G/LTE and WiFi. The proliferation of such devices has
resulted in a skyrocketing growth of mobile traffic, which in
2011 grew 2.3-fold, more than doubling for the fourth year
in a row, and is expected to grow 18 times from 2011 until
201fﬂ On the flipside, despite its increase, the mobile data
revenue significantly lags behind the exponential growth of
data traffic.

'Source: Cisco Visual Networking Index: Global Mobile
Data Traffic Forecast Update, 2011-2016, Feb. 12, 2012
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One solution to address the strain from the exponential
growth of mobile data traffic is network expansion and de-
ployment of 4G/LTE technology, which however is both
costly and time consuming. A second solution is to expand
the mobile access network using femtocells, which exploit
the existing backhaul infrastructure (cable, xDSL). Two is-
sues with femtocells are the interference between femtocells
and an operator’s metro cells and the cost of the customer
premises devices.

Another alternative is to move a portion of the mobile
data traffic to WiFi networks, exploiting the significantly
lower cost of WiFi technology and existing backhaul infras-
tructure. WiFi offloading can reduce pressure on the most
costly component of the mobile network, the RAN (Radio
Access Network) which accounts for 70-80% of the total cost
for a mobile network, with the rest of the costs going to the
mobile backhaul/core. The industry has already verified the
significance of WiFi offloading by initiatives of large mo-
bile operators: Since May 2010, AT&T has been deploying
WiFi access points in areas with consistently high mobile
data traffic. Other major operators including Verizon and
T-Mobile are also increasing WiFi usage to offload mobile
data traffic.

The goal of this paper is to propose procedures that ex-
ploit mobility prediction combined with WiFi and mobile
throughput prediction, along with data prefetching to en-
hance mobile data offloading to WiFi hotspots. Mobility
prediction can provide information on the route that a vehi-
cle will follow and when the vehicle will reach different loca-
tions along its route. Such mobility information can be com-
bined with geo-location information regarding WiFi hotspot
access and WiFi/mobile throughput, in order to predict the
number of WiFi hotspots that the vehicle will encounter,
the duration of access and estimated throughput for each
hotspot, and the estimated mobile throughput in route seg-
ments where it will have only mobile access. In summary,
our contributions are the following:

e We develop procedures that exploit mobility prediction
for delay tolerant traffic to minimize the data transfer
throughput over the mobile network, hence increase
the amount of offloaded data traffic.

e We develop procedures for both delay tolerant and de-
lay sensitive traffic that exploit data prefetching, i.e.,
proactive caching of data in WiFi hotspots that the
vehicle will encounter along its route, to increase the
amount of mobile traffic offloaded to WiFi and to re-
duce the data transfer delay.

e We evaluate the procedures considering empirical mea-



surements and a wide range of parameter values, and

show their robustness against time and throughput es-

timation errors.
Prior work has shown the predictability of bandwidth for
cellular networks [12] and for WiFi |9} |10]. The work of [13]
investigates how bandwidth prediction can improve schedul-
ing in vehicular multi-homed networks and [14] investigates
improvements for mobile video rate adaptation. Bandwidth
prediction, together with transparent roaming and handover,
for improving video streaming is investigated in [3]. Band-
width prediction for client-side pre-buffering to improve video
streaming is investigated in [11]. The works |14} |3] 11] fo-
cus on mobile networks, whereas our work investigates mo-
bile data offloading to WiFi. Moreover, unlike [11] which
considers pre-buffering at the client device, we investigate
prefetching data to local caches in WiFi hotspots.

Exploiting delay tolerance to increase mobile data offload-
ing to WiF1i is investigated in [I1]. The work of [7] showed
that delay tolerance of up to 100 seconds provides minimal
offloading gains; however, this applies to human daily mo-
bility, rather than vehicles. The work in [5] applies a user
utility model to reduce the mobile throughput by offloading
traffic to WiFi, focusing on a transport layer protocol de-
sign to integrate cellular and WiFi networks, and utilizing
throughput prediction over a 1-second interval. Our work
differs in that we consider both delay tolerant and delay
sensitive traffic, and exploit data prefetching and prediction
involving multiple WiF'i hotpots along a vehicle’s route.

The feasibility of using prediction together with prefetch-
ing is investigated in [2|, which develops a prefetching proto-
col (based on HTTP range requests), but does not propose
or evaluate specific prefetching algorithms. In this paper
we propose algorithms for delay tolerant and delay sensi-
tive traffic, and evaluate their performance and robustness
against time and throughput estimation errors. Prefetching
to improve the performance of video delivery is investigated
in |4], which proposes a centralized model to prefetch data
in cellular femtocell networks. Prefetching algorithms to re-
duce the peak load of mobile networks by offloading traffic
to WiFi hotspots are investigated in [8]. Our work differs
in that we consider prefetching for multiple WiFi hotpspots
along a vehicle’s route, and investigate client-centric algo-
rithms for prefetching in the case of both delay tolerant and
delay sensitive traffic.

The rest of this paper is structured as follows: Section
discusses mobility and bandwidth prediction. Section [3] pro-
poses procedures to exploit prediction and prefetching for
delay tolerant and delay sensitive traffic. Section[d]evaluates
the procedures considering empirical measurements and in-
vestigates their robustness to time and throughput errors.
Finally, Section [f] concludes the paper identifying future re-
search directions.

2. MOBILITY AND BANDWIDTH PREDIC-
TION

Route selection in vehicles is nowadays commonplace. The
proliferation of smartphones equipped with GPS sensors can
enhance route selection by periodically sending timestamped
geo-location updates to a server (crowd-sourcing). Such
timed geo-location data can produce real-time travel infor-
mation for route segments, which can be used for route se-
lection based on the actual travel time that considers road

traffic conditions. We have implemented and demonstrated
such an application, called “OptiPath”, on Android smart-
phones [6]. Interestingly, the architecture of such an appli-
cation is very similar to systems that construct bandwidth
or connectivity maps for mobile and WiFi access 9} |13 |10].

The goal of this paper is not to develop a new system
for mobility and bandwidth prediction, but to propose and
evaluate procedures that exploit prediction information that
is available by systems such as the ones mentioned above,
in order to utilize prefetching and enhance mobile data of-
floading to WiFi.

3. EXPLOITING MOBILITY PREDICTION
AND PREFETCHING

In this section we present procedures that exploit mobility
prediction and prefetching to enhance data offloading from
the mobile network to WiFi hotspots. Mobility prediction
provides knowledge of how many WiFi hotspots a node (ve-
hicle) will encounter, when they will be encountered, and
for how long the node will be in each hotspot’s range. In
addition to the aforementioned mobility information, we as-
sume that there is information on the estimated throughput
that is available in the WiFi hotspots and the mobile net-
work, at different positions along the vehicles’s route; for
the former, the information includes both the throughput
for transferring data from a remote location, e.g., through
an ADSL backhaul link, and the throughput for transfer-
ring data from a local cache (this throughput estimate is
used only in the case of prefetching).

We present procedures for both delay tolerant and delay
sensitive traffic. For delay tolerant traffic, the procedures try
to minimize the mobile throughput in order to maximize the
amount of data offloaded to WiFi, while ensuring that the
data is transferred within a given delay constraint. For delay
sensitive traffic the goal is to minimize the transfer delay.

For prefetching, mobility and throughput information is
used to estimate the data to be cached in the next WiFi
hotspot that will be encountered. Prefetching can be ad-
vantageous when the throughput of transferring data from
a local cache in the WiF1i hotspot is higher than the through-
put for transferring data from its original remote server lo-
cation. This occurs when the backhaul link connecting the
hotspot to the Internet has low capacity (e.g., for an ADSL
link) or when it is congested; this is likely to become more
common as the use of the IEEE 802.11n standard increases.

3.1 Delay tolerant traffic

For delay tolerant traffic our objective is to maximize the
amount of data offloaded to WiFi, while ensuring that the
whole data object is transferred within a given delay thresh-
old.

The pseudocode for the procedure to exploit mobility pre-
diction and prefetching is shown in Algorithm The pro-
cedure defines the computations and actions that a mobile
node takes when it exits a WiFi hotspot, hence has only
mobile access (Line , and when it enters a WiFi hotspot
(Line . Initially, the procedure estimates the amount of
data that can be transferred over WiFi (Line , and from
this the amount of data that needs to be transferred over
the mobile network (Line . Additionally, the procedure
estimates the total time the node has WiFi access (Line
and, from this value and the delay threshold, it estimates the



duration the node has only mobile access (Line . From
the amount of data that needs to be transferred over the
mobile network and the duration of mobile-only access, the
minimum throughput for transferring data over the mobile
network can be estimated (Line [19)). To perform prefetch-
ing, whenever the node exits a WiFi hotspot the procedure
estimates the amount of data to be prefetched (cached) in
the next WiFi hotspot (Line and the corresponding off-
set (Line; this offset depends on the amount of data that
will be transferred over the mobile network until the node
reaches the next WiFi hotspot.

Algorithm 1 Procedure to exploit mobility prediction and
prefetching for delay tolerant traffic

1: Variables:

2: D: size of data object to be transferred

3: Tinres: maximum delay threshold for transferring data object

4: Nwiri: remaining WiFi hotspots to be encountered until Tinres

5: Diip;: estimated minimum amount of data to be transferred in
all WiFi hotspots that will be encountered

6: Dupyobile: amount of data to be transferred over mobile network

7. Tvrf‘,;;u, Tvrf‘,?;u: min, max duration node is connected to WiFi 4

8

9

¢ Tmobile: total duration that node is not in range of WiFi

: Thext wiFi: average time until node enters range of next WiFi
10: Ry > Rwips,;: min, max throughput of WiFi i
11: Rmobile: throughput to download data over the mobile network
12: D%,f}fl?ie,nm: amount of data cached in next WiFi hotspot
13: Offset: estimated position in data object of data transferred until

node enters next WiFi hotspot

14: Algorithm:
15: if node exits WiFi hotspot then

. min min min
16: Dyyiw; < ZieNWiFi (RWiFi,i 'TWiFi,z‘)
. min min
17 Tyiri < ZieNWiFi WiFi,i
18: Diobvile < D — DRiik; & Tmobile < Tihres — Tvir;
19: Rmobile <~ Dmobile/Tmobile
. cache max max
20: DWiFi nest < BWiri,nest - TWiFi, neat

21: Offset <= Rmobile * Tnext WiFi

22: Cache D&“}f#ﬁnwt data in next WiFi starting from Offset

23: Transfer data over mobile network with throughput Ruobile

24: else if node enters WiFi hotspot then

25: Transfer data that has not been received up to Offset from
original object location

26: Transfer data from local cache

27: Use remaining time in WiFi hotspot to transfer data from orig-
inal object location

28: end if

Note that when the node enters a WiFi hotspot, it might
be missing some portion of the data object up to the offset
from which data has been cached in the hotspot; this can
occur if, due to a time estimation error, the node reaches the
WiFi hotspot earlier than the time it had initially estimated.
In this case, the missing data needs to be transferred from
the data object’s original remote location (Line . Also,
again due to a time estimation error, the amount of data
cached in the WiFi hotspot can be smaller than the amount
the node could have transferred within the time it is in the
hotspot’s range. In this case, the node uses its remaining
time in the WiFi hotspot to transfer data from the data
object’s original location (Line [27)).

The pseudocode to exploit mobility prediction without
prefetching is shown in Algorithm [2] The procedure only
estimates the throughput for transferring traffic over the mo-
bile network. When prefetching is not used, the amount of
data transferred over WiFi can be smaller, if the throughput
for transferring data from a remote location is smaller than
the throughput for transferring data from a local cache. We
assume that this is the case, hence Line [13] of Algorithm

considers the backhaul throughput Rji, ;, rather than the
WiFi throughput as in Line [I6] of Algorithm [T}

Algorithm 2 Procedure to exploit mobility prediction for
delay tolerant traffic

: Variables:

¢ D: size of data object to be transferred

¢ Tihres: maximum delay threshold for transferring data object
Nwiri: remaining WiFi hotspots to be encountered until Tipres
DiRip;i: estimated minimum amount of data to be transferred in
all WiF1i hotspots that will be encountered

Dmobile: amount of data to be transferred over mobile network
Tyiri,;: min duration node is connected to WiFi i

¢ Tmgbile: total duration that node is not in range of WiFi

: Rl\?c‘]?hl,i: min throughput of backhaul at hotspot %

10: Rpobile: throughput to download data over the mobile network
11: Algorithm:

12: if node exits WiFi hotspot then

©P NP g

. min min min
13: Dwiwi ZqﬂeNWiFi ( bekhl, i 'TWiFi,q‘,)
. min min
14: Twiri < EieriFi TWwiri,i
15: Dmobile «~ D — D{;\l/]irl‘?i & Tmobile — Tthres - T\‘){;:lﬁl

16: Rumobile < Dmobile/Tmobile

17: Transfer data over mobile network with throughput Rumobile
18: else if node enters WiFi hotspot then

19: Transfer data from original object location

20: end if

3.2 Delay sensitive traffic

The pseudocode for the procedure to exploit mobility pre-
diction and prefetching in the case of delay sensitive traffic
is shown in Algorithm @ Unlike delay tolerant traffic, in or-
der to minimize the transfer delay for delay sensitive traffic,
we always use the maximum throughput that is available in
the mobile network (Line [TI)). As in the case of delay tol-
erant traffic, when the mobile node exits a WiFi hotspot it
estimates the offset and the amount of data that needs to
be prefetched in the next WiFi hotspot that the node will
encounter.

Algorithm 3 Procedure to exploit mobility prediction and
prefetching for delay sensitive traffic

1: Variables:

2t TyyiPi new: Maximum duration node is connected to next WiFi

3: Rvmv?;i,nezt: maximum throughput of next WiFi hotspot

4: Thext wirFi: time until node enters range of next WiFi

5: Rpa¥.: maximum throughput of mobile network

6: D%\?ﬁ?imn: amount of data cached in next WiFi hotspot

7: Offset: estimated position in data object of data transferred until
node enters next WiF'i hotspot

8: Algorithm:

9: if node exits WiFi hotspot then

10: Dg;;:l{:ﬁnezl A\ R{X/aiéi,nexl . T\I{;?I;(i,nezl

11: Offset <+ Ry2%i1e - Thext WiFi

12: Cache D%{}f;‘ﬁmzt data in next WiFi starting from Offset

13: Transfer data over mobile network with throughput R2%.

14: else if node enters WiFi hotspot then

15: Transfer data that has not been received up to Offset from

original object location

16: Transfer data from local cache

17: Use remaining time in WiF1i hotspot to transfer data from orig-
inal object location

18: end if

Note that there is no procedure for exploiting only mobil-
ity prediction (without prefetching) for delay sensitive traf-
fic. This is because for delay sensitive traffic the goal is to
minimize the transfer delay, hence the maximum available
mobile throughput is always used.
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Figure 1: Route considered in the evaluation. The
time and location information was obtained empirically.
Three WiFi APs where enbedded along the route to con-
duct the evaluation. The total travel time for the route
is 269 seconds.
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4. EVALUATION

The evaluation of the proposed procedures for mobile data
offloading considers empirical measurements obtained by the
OptiPath application mentioned in Section 2] Specifically,
we consider a journey between two locations in the center of
Athens, Greece, for which the application provides a selected
route and mobility information that involves the travel time
for different route segments. Along the route, we embed
three WiFi access points, each with range 60 meters. The
route considered in our evaluation, with the three embed-
ded WiFi networks, is shown in Figure [I] that contains a
screenshot of the OptiPath application. Based on the afore-
mentioned data, we can separate the full route into segments
where the moving node has either mobile or WiFi connec-
tivity, Table

Our goal is to investigate the performance of the proposed
algorithms for a wide range of parameter values, including
errors in estimating the duration and the available through-
put in each route segment, which can be caused by varying
road traffic and wireless link conditions. The parameters
considered are shown in Table[2l The time error determines
how much the times at which the node changes access tech-
nology can differ from the empirical values in Table [T} for
example, a 10% time error means that the time at which
the first segment (where the node has mobile access) ends
and the second segment (where it has WiFi access) begins is
in the interval [0.9-12,1.1 - 12] = [10.8, 13.2] seconds. Note
that our empirical measurements show that under typical

Table 1: Connectivity along route. The third col-
umn shows the time the node enters the correspond-
ing segment. The times were obtained from empir-
ical measurements and after embedding three WiFi
APs along the route of Figure [T}

Segment | Access | Time (sec)
1 mobile 0
2 WiFi 12
3 mobile 32
4 WiFi 149
5 mobile 157
6 WiFi 227
7 mobile 233

Table 2: Parameter values.
Parameter Values
10, 20 (default for delay sensitive),
30 (default for delay tolerant),
40, 50 MB
1 Mbps (average)
10 Mbps (average)
2.5, 5 (default), 7.5 Mbps
10% (default), 20%, 30%, 40%
20% (default), 40%, 60%

Data object size

Mobile throughput
WiFi throughput
Backhaul throughput
Time error
Throughput error

road traffic conditions, the timing for the various route seg-
ments can differ 10-20%.

The throughput error determines the throughput’s devia-
tion from its average in Table for example, a 40% through-
put error means that the mobile throughput is in the interval
[0.6,1.4] Mbps. Note that our empirical measurements of the
mobile throughput for the route in Figure [ give values in
the range [1.2,1.4] Mbps. In this paper we only consider the
downlink direction, hence the backhaul throughput in Ta-
ble 2] refers to the downstream. The improvements achieved
in the uplink direction, by uploading data to a local cache,
could be even higher, e.g., in the case of an ADSL backhaul.

The evaluation results presented in the remainder of this
section are based on numerically computing the data trans-
ferred over the mobile and WiFi networks, for the parame-
ters in Tables [[] and 2}

The behavior of the procedures of Section [3]is illustrated
in Figure[2] which shows the cumulative data transferred as
a function of time. Figure [2| was produced from numerical
calculations using the parameters in Tables[I] and [2] assum-
ing that the throughput in each route segment is constant;
as a result, the data transferred in each segment is depicted
as a straight line.

For delay tolerant traffic, the procedures seek to maximize
the amount of traffic offloaded to WiFi, hence to minimize
the amount of traffic transferred over the mobile network,
while completing the data transfer until the moving node
reaches the end of its journey. Hence, Figure a) shows
that for delay tolerant traffic all three WiFi hotspots are
utilized. The procedure that exploits prediction and pre-
fetching, Algorithm [l differs from the procedure that ex-
ploits only prediction, Algorithm [} in that more data is
transferred over the WiFi network, which is possible since
the transfer throughput from a local cache is higher than the
throughput over the hotspot’s backhaul link. Similarly, the
slopes for the mobile segments are smaller for the procedure
that exploits prediction and prefetching, since the amount
of data transferred over the mobile network is smaller.

For delay sensitive traffic, Figure[2(b), the maximum avail-
able mobile throughput is always used, hence the slope of
the mobile segments when prediction and prefetching is used
(Algorithm [3]) is the same as when prediction and prefetch-
ing is not used. As for delay sensitive traffic, prefetching
helps offload a larger amount of mobile traffic to WiFi, hence
results in a smaller transfer delay compared to the case
where no prefetching is used.

In the following subsections we discuss the evaluation re-
sults for delay tolerant and delay sensitive traffic. The graphs
show the average values and the 95% confidence interval
from 20 runs of each scenario. In each run, the time in-
stances that the access technology changes and the through-
put of WiFi, the hotspot backhaul, and the mobile network
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size: 40 MB.

is randomly selected based on the average values and error
percentages in Tables [I] and [2}

4.1 Delay tolerant traffic

In this subsection we discuss results for delay tolerant traf-
fic, where a data object needs to be transferred until the end
of the vehicle’s route in Figure We compare the follow-
ing three cases: the procedure in Algorithm [1| that exploits
mobility prediction and prefetching, the procedure in Algo-
rithm [2 that exploits only mobility prediction without pre-
fetching, and the case when prediction is not utilized and
the maximum available mobile throughput is always used.
The metrics we consider are the percentage of traffic that
is offloaded to the mobile network and the cache size when
prefetching is used.

Data object size: Figure a) shows the percentage of of-
floaded traffic for different data object sizes. For all data
sizes the performance of the prediction + prefetching scheme
is more than 50% higher compared to the case where predic-
tion and prefetching is not used. For small data object sizes,
the performance of both the prediction + prefetching and
the prediction schemes is close. The occurs because when
the object size is small, then the hotspot backhaul through-
put is enough to offload a high percentage of the mobile
traffic, hence the improvement achieved by prefetching and
downloading data from a local cache is not significant. On
the other hand, for large data sizes, the performance of the
prediction scheme is close to the performance when predic-
tion is not used; this occurs because for large object sizes
the mobile network is used close to its maximum through-
put, hence prediction is not beneficial.

Backhaul throughput: Figure b) shows the percentage of
offloaded traffic for different hotspot backhaul throughputs.
Observe that prefetching can offload approximately 50% (for
7.5 Mbps) and 180% (for 2.5 Mbps) more mobile traffic com-
pared to when prediction and prefetching is not used, i.e.,
when the maximum available mobile throughput is used.
Moreover, when the backhaul throughput is low, the per-
formance when only prediction is used is close to the per-
formance when prediction is not used; this happens because
when the backhaul throughput is low, then the mobile net-
work needs to be used more, hence the mobile throughput is
close to its maximum. On the other hand, when the back-
haul throughput is high, then the performance of predic-
tion and prefetching is close to the performance when only
prediction is used; this occurs because when the backhaul
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Figure 4: Percentage of offloaded traffic as a function of
time and throughput error. Delay tolerant traffic.

throughput is high and close to the WiFi throughput, there
are smaller gains from downloading data from a local cache.

Time error: Figure El(a) shows how the percentage of of-
floaded traffic is affected by the time error. Observe that
the performance when prediction and prefetching are used
decreases as the time error increases; this occurs because
the time error reduces the effectiveness of prefetching. Also
observe that the performance when only prediction is used
is affected only for 40% time error. Nevertheless, the per-
formance when prediction and prefetching are used is more
than 70% higher than when prediction and prefetching are
not used, and more than 30% higher than when only pre-
diction is used.

Throughput error: Figure @(b) shows that the throughput
error affects the performance of the prediction and prefetch-
ing scheme most. Nevertheless, its performance remains
more than 20% higher than the prediction-only scheme and
more than 65% higher than the case where prediction and
prefetching are not used.

Cache requirements for prefetching: Figure [f] shows that, as
expected, the cache requirements for delay tolerant traffic
are higher than for delay sensitive traffic, since the former’s
goal is to maximize the amount of mobile data offloaded
to WiFi. Moreover, the cache requirements increase with
the data size for delay tolerant traffic. On the other hand,
for delay sensitive traffic the cache requirements for 20 and
30 MB data objects remains the same, since for both these
sizes only the first WiFi hotspot is used, and prefetching is
utilized to transfer the same amount of traffic in both cases.

4.2 Delay sensitive traffic

In this subsection we discuss the results for delay sensitive
traffic. A key difference compared to delay tolerant traffic is
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that now the maximum throughput available in the mobile
network is always used. We compare three cases: the proce-
dure that exploits both mobility prediction and prefetching,
Algorithm [3] the case where prediction and prefetching are
not used, and the case where only the mobile network is
used. The performance metric is the delay for transferring
a data object.

Data object size: Figure @(a) shows the transfer delay as
a function of data object size. Prediction and prefetching
achieve a transfer delay that is lower by more than 40% com-
pared to the case where only the mobile network is used. The
procedure that exploits prediction and prefetching achieves
transfer delay that is 10% to more than 40% lower than the
transfer delay when prediction and prefetching are not used;
this improvement depends on the number of WiFi hotspots
that are utilized, which in turn depends both on the location
of the WiF1i hotspots and the data object size. Specifically,
only the first WiF1i hotspot is utilized for data objects with
size 20 and 30 MB, and a smaller percentage of the traffic is
offloaded for a 30 MB data object; due to this, for a 30 MB
object size, the performance when prediction and prefetch-
ing is used is closer to the performance when prediction and
prefetching are not used.

Time error: Figure [6[b) shows the influence of the time
error on the transfer delay. Observe that as the time error
increases, the variability of the transfer delay increases (the
95% confidence interval is larger), but the average transfer
delay for all schemes remains the same. (We only present
present performance results for delay sensitive traffic in the
case of time errors; results for throughput estimation errors
will be presented in an extended version of this paper.)

S. CONCLUSIONS AND FUTURE WORK

We have presented and evaluated procedures that exploit
mobility prediction and prefetching to enhance mobile data
offloading, for both delay tolerant and delay sensitive traffic.

Our evaluation shows how the performance depends on var-
ious parameter values, and the robustness of the proposed
procedures to time and throughput errors. Future work in-
cludes evaluating the energy gains and extending the pro-
cedures to allow different tradeoffs between the delay, the
amount of offloaded traffic, and the energy efficiency. We
are also planning to develop a prototype to demonstrate the
gains of the proposed offloading procedures.
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