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ABSTRACT

Monitoring computer networks often includes gathering vast
amounts of time-series data from thousands of computer sys-
tems and network devices. Threshold alerting is easy to
accomplish with state-of-the-art technologies. However, to
find correlations and similar behaviors between the differ-
ent devices is challenging. We developed a visual analytics
application to tackle this challenge by integrating similarity
models and analytics combined with well-known, but task-
adapted, time-series visualizations. We show in a case study,
how this system can be used to visually identify correlations
and anomalies in large data sets and identify and investigate
security-related events.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks]: General—
Security and protection; C.3.8 [Computer Graphics]: Ap-
plication; H.5.2 [Information Interfaces and Presenta-

tion]: User Interfaces

General Terms

Network Security, Visual Analytics, Correlation, Time-Series,
Anomalies

1. INTRODUCTION
Nowadays, computer networks are used by almost all peo-

ple in everyday life. In addition, the economic importance
makes computer systems a valuable target for a large num-
ber of different targeted and wide-spread attacks. Obviously,
monitoring is, therefore, indispensable in all productive envi-
ronments to make sure to identify suspicious anomalies early
and to be able to investigate the root causes in a timely man-
ner. Monitoring computer networks often includes gathering
vast amounts of time-series data from thousands of computer
systems and network devices. While threshold alerting is

easy to accomplish with state-of-the-art technologies, find-
ing correlations and similar behaviors between the different
devices is still challenging. Especially the task of analyzing
the shear amount of time-series to find the related ones is
often not possible interactively and there is less computa-
tional support to guide the analyst in this process. In our
approach, we make use of the visual analytics [10] approach,
which combines automated methods and the human capa-
bilities in recognizing interesting patterns using background
knowledge. Our system uses analytical models to highlight
interesting and anomalous parts within time-series to make
possible important events more visible to the analyst. Using
visual exploration the analyst can benefit from the system’s
drill-down capabilities and similarity search across all other
time-series to retrieve related data to eventually identify the
root cause of the suspicious events. Subject of this work is
the design of techniques, which employ network time-series
correlation analysis to track down such incidents. The re-
sulting system combines the techniques to be used for anal-
ysis and detection of incidents of various kinds.

According to Fink et al., it is very common for network
analysts to utilize correlation in their daily work: “Analysts
perform standard types of correlation in the course of their
normal work, such as correlating network flows to process
activity.” [5]. In the same work, the authors quote analysts,
that there is only very little visual support for such tasks. In
our work, we therefore concentrate on creating a framework
explicitly targeted at providing support for visual correlation
of network time-series data.

The three main contributions of this work are the fol-
lowing: (1) A visual analytics system, which provides tight
coupling of analytical models and the visual representation
of thousands of time-series to enhance visual correlation
recognition. (2) A lens-based line chart widget designed to
specifically focus on correlations of sub-segments between
time-series. (3) An implementation of a time-series storage
optimized for the use in a visual analytics application.

The remainder of this paper is structured as follows: In
Section 2 we briefly discuss related work in the field of mon-
itoring of system metrics and visualizing time-series, which
are highly related areas of this work. To introduce the over-
all system of our approach, we explain the different server
and client modules and in Section 3. Additionally, we briefly
introduce the time-series modeling and the used techniques.
We continue in Section 4 to describe the graphical user inter-
face and the visualization components of the implemented
application and show in Section 5 a case study, how the
system can be used to analyze large data sets. Finally, we
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types and the corresponding computation tasks. This is re-
flected in the API, where the client can query for supported
query types and their parameters. By default, the query
facility provides similarity queries. By specifying an origi-
nating time-series or its model and a time-span, the server
can search in a set of given candidates or the complete, avail-
able time-series stored locally. By default, the distance of
two time-series is computed by the Euclidean Distance of
the normalized query region. Thanks to the high retrieval
performance, the server can finish a time-series query on a
dataset of around 1,1 million time-series in about a minute
(10 months of data, indexed in five minutes intervals, Intel
Core 2 Quad Processor, 8 GB of main memory, Intel X-18
SSD).

3.1.1 Time-Series Model

Besides the data restoration and sampling, a model of the
time-series is created or updated when new data is inserted
in the database. This model can be retrieved by the client
and supports additional visualization and analysis methods.

In general, there are certain key observations characteriz-
ing a network time-series on two different levels. The first
level is the intra-day level, where the observations refer to
phenomena lasting a few hours. Some of those typical char-
acteristics can be seen in Figure 2 on the time-series drawn
with the solid line.
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Figure 2: Two typical network traffic charts. The solid line
is a exemplary labor day time-series, the dashed-dotted line
resembles a typical non-labor day network time-series.

What at first stands out is the peak around noon. A
typical observation is also the increase of the series values
starting around 6 a.m. leading to the peak at noon. Another
noticeable pattern is the slow decrease of the peak at noon,
compared to the fast increase in the morning.

The second level where key observations can be made is
not the intra-, but the day level. A good example of such a
day level key observation can be made when comparing the
overall shape of a time-series of labor- with non-labor days
(solid versus dashed-dotted line in Figure 2). In the given
example, one can easily distinguish the non-labor from the
labor-day by not having a very high level around noon and
the relatively constant level of the series.

Those observations are the motivation of creating the time-
series model per-day. Each time-series is modeled by seven
independent models describing one weekday. There is no dis-
tinction in holidays or vacations, which preserves the maxi-
mal generality of the model on server side. Such adjustments
should be made on client side, where in the ideal case the
user can interactively adjust any kind of filters or modifi-
cations on the data. This also opens possibilities for task-
specific adaptations of the model, where the server is just
providing general data and the client adapts them in a task
specific way.

The model for one time-series contains two different mod-
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Figure 3: The model creation pipeline. From the left to the
right, the raw time-series are transformed and aggregated to
the model containing the Fourier and wavelet coefficients.

els created by Fourier and wavelet transform of the time-
series [3, 15]. In general both methods can be used to an-
alyze and model time-series data. The Fourier transform
decomposes the signal in components, where each of the
component can be interpreted as a longer or shorter last-
ing phenomena in the time-series data. Besides this advan-
tage, the frequency domain data resulting from the Fourier
transform looses its time dimension. Therefore, it is almost
impossible to properly model non-stationary signals which
may change the frequency over time, or very short lasting
phenomena in general.

To overcome this limitation of the Fourier transform based
models, an additional model based on the wavelet transform
has been added. The major advantage of the wavelet trans-
form is the dynamic window size, since the actual wavelet
function is scaled to fit the input in data and time domain.
Together, both parts of the model can accurately capture
different longer lasting effects and also capture short phe-
nomena in the time-series. To maintain the general nature
of supported analysis tasks by the server and the models,
there is no combination on the server side of the Fourier
transform and the wavelet transform of the time-series, but
band-filtering of the models is supported. By choosing such
a design, the server does not restrict the available analysis
tasks, but at the same time supports common, potentially
computation intensive filter techniques.

To create a Fourier and wavelet model out of different
days, the resulting coefficients are aggregated incrementally
[13]. Besides being able to compute the incremental arith-
metic mean efficiently, a comparison of different aggregation
methods has been made by creating models out of 9 weeks
of real network time-series data. To judge the quality of the
aggregation method, the resulting models have been evalu-
ated with the sum of squared residuals (SSR) of the models
and the input time-series (see Table 1 for details).

The resulting model can be used to find anomalies by com-
paring the actual value of a time-series with its aggregated
model. The server returns both, the Fourier and wavelet
model, which keeps the design space of the application and
its processing and application of the model as general as
possible. The single components and computation steps for
the model creation are shown in Figure 3.

3.2 Client
The client is built on top of the NetBeans Rich Client

Platform (RCP)1. This Java framework provides a mature
and flexible framework for Swing2 based applications. Be-
sides having a powerful window management, the platform
provides mechanisms for extendable, module based applica-
tions. Building on that, the foundation of the client is built

1http://platform.netbeans.org/
2Java user interface toolkit
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displaying correlation of sub-segments of time-series. All an-
alytical and visual tasks are not possible without the support
of a high performance time-series storage, combined with a
scalable analysis framework. The usefulness of the design
has been shown with a case study where the system allows
an analyst to determine possible causes of a traffic anomaly.

6.1 Future Work
In the future, we plan to extend the current analytic mod-

els to provide a more sophisticated analysis. The server com-
ponent could suggest certain band filters, in order to make
specific classes of network anomalies visible.

The ExplorerView could also be enhanced with further
visual representations, for example based on glyphs designed
specifically for showing anomalies in time-series data. In
addition to the automatic ordering of the series, it is also
desirable to identify groups and aggregate their visual rep-
resentation in order to reduce the number of visualizations
shown at once. Although preliminary tests and discussions
had been promising, the ExplorerView with its 90 degree
rotation of the line charts should be formally evaluated to
prove its usefulness.

To show the general applicability of our system and the
design decisions, we currently add other data sources like
DNA sequence data, where visual similarity and anomalies
of the data, which can be interpreted as time-series too, play
an important role for biologists.
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