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A person’s language use reveals much about the person’s social identity, which is based on the

social categories a person belongs to including age and gender. We discuss the development of

TweetGenie, a computer program that predicts the age of Twitter users based on their language
use. We explore age prediction in three different ways: classifying users into age categories, by

life stages, and predicting their exact age. An automatic system achieves better performance than

humans on these tasks. Both humans and the automatic systems tend to underpredict the age of
older people. We find that most linguistic changes occur when people are young, and that after

around 30 years the studied variables show little change, making it difficult to predict the ages of

older Twitter users.
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1. INTRODUCTION

Reading someone’s tweets, one often gets a glimpse of the identity of the user. For exam-
ple, what kind of person would you expect behind the following tweet? 1

AS LONG AS YOU LOVE ME <3

And what about this one?

Interesting article about usability design on mobile search [LINK]

1The first example is from a 13 year old female, the second example is from a 30 year old male.
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As you can see, a person’s language use reveals much about the person’s social identity,
which is based on the social categories a person belongs to including age and gender. Con-
cepts such as gender and age are shaped differently depending on an individual’s experi-
ences and personality, and the society and culture a person is part of [Eckert 1997; Holmes
and Meyerhoff 2003]. Speakers can choose to show gender and age identity more or less
explicitly in language use, depending on people’s perception of these variables, on their
culture, the recipient of their utterance, etc. From a sociolinguistic perspective, language
is a resource which can be drawn on to study different aspects of a person’s social identity
at different points in an interaction [Holmes and Meyerhoff 2003].

Early sociolinguistic studies only had access to relatively small datasets, due to time and
practical constraints on the collection of data. Social media, like Twitter, offer the opportu-
nity to gather large amounts of informal language from many individuals. By approaching
the problem as a prediction task, researchers have become interested in developing com-
putational systems that predict the gender and age of Twitter users based on their language
use. Often, new sociolinguistic insights are obtained when developing such systems.

In May 2013 we launched an online demo called TweetGenie (http://www.tweetgenie.nl).
TweetGenie can predict the age and gender of Dutch Twitter users (with a public account)
based on the 200 most recent tweets. This paper summarizes the development of Tweet-
Genie, with a focus on age prediction. We refer to [Nguyen et al. 2013] for more details.

Studies about language and age usually consider chronological age, grouping speakers
based on age spans [Labov 1966; Trudgill 1974; Barbieri 2008]. Similarly, age prediction
has primarily been approached by classifying persons into age categories for example with
boundaries at 30 or 40 years (e.g. [Rao et al. 2010; Garera and Yarowsky 2009; Goswami
et al. 2009]). But speakers can have a very different position in society than their chrono-
logical age indicates. Therefore, it might be reasonable to to group speakers into life stages
according to ‘shared experiences of time’, such as school for teenagers [Eckert 1997].

We revisit the age prediction task being the first to approach age prediction from three
different angles: classifying users into age categories (20-, 20-40, 40+), classifying users
by their life stage (secondary school student, college student, employee), and predicting
their exact age. In this paper we discuss the dataset, the age prediction experiments, and
why it is hard to predict the age of older Twitter users.

2. DATASET

The development of TweetGenie started with constructing a dataset. We limited our focus
to Dutch Twitter user and sampled Dutch Twitter users based on a commonly used Dutch
word (het, which can be used as a definite article or pronoun). This restricted the sample
to Dutch users and limited a bias towards certain user groups or topics. Twitter users can
add information such as their name, location, website and short biography in their profile.
However, gender and age are not explicit fields in Twitter profiles. We employed two
students to annotate the sample of Dutch Twitter users. Their annotations were based on
the users’ tweets, the Twitter profile or information from other publicly available social
network profiles such as LinkedIn and Facebook. Various properties were annotated, such
as the gender, the age category, the life stage and the exact age. More than 3000 users were
annotated and annotations and tweets were collected in fall 2012.
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3. AGE PREDICTION

3.1 Task setup

Train Test
M F M F

20- 602 602 186 186
20-40 231 231 73 73

40+ 118 118 37 37
Total 1902 592

Table I. Dataset statistics

We will automatically predict the:

—Age category: 20-, 20-40, 40+
—Age: continuous variable
—Life stage: secondary school student,

college student, employee

We restricted our dataset to users who had at least 20 tweets and for whom the gender, age
category and exact age were annotated. For each user we sampled up to 200 tweets. The
statistics are presented in Table I.

3.2 Learning the Model

We use linear models, specifically logistic and linear regression, for our tasks. In order
to prevent overfitting we use Ridge (also called L2) regularization. Tokenization is done
using the tool by [O’Connor et al. 2010]. All user mentions (e.g. @user) are replaced by
a common token. As features we only use unigrams (single words), because these were
found to already perform well in preliminary experiments.

3.3 Results

We find that a system using only unigram features achieves high performance, with micro
F1 scores of above 0.86 for the classification approaches and an average Mean Absolute
Error of less than 4 years for the regression approach. A scatterplot of the actual age versus
the predicted age can be found in Figure 1. We find that starting from older ages (around
40-50) the system almost always underpredicts the age. This could have several reasons.
It may be that the language changes less as people get older (we show evidence for this in
the next section), another plausible reason is that we have limited training data in the older
age ranges.
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Fig. 1. Scatterplot age predictions

The most important features for younger
and older persons are presented in Table II.
Both content features and stylistic features
are important. Younger persons talk more
about themselves (I), and use more chat
language such as haha and xd, while older
people use more conventional words indi-
cating support or wishing well (e.g. wish,
enjoy and thanks).

Young school (school), ik (I), :), werkgroep (work group), stages (internships), oke (okay), xd, ben (am), haha
Old verdomd (damn), dochter (daughter), wens (wish), zoon (son), mooie (beautiful), geniet (enjoy), dank (thanks)

Table II. Top features (regression)
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4. ERROR ANALYSIS

Because a person’s identity is not only based on age, but also on other social variables,
it is not surprising that the system was not correct in all cases. For example, a person is
not only a teenager, but also a female, a high school student, a piano player, etc. [Eckert
2008]. Depending on what a person wants to express at a particular moment and towards a
particular person, certain aspects of his/her identity may be more emphasized, making age
prediction even more complicated. We illustrate this using an example.

The person is a 24-year old student, who the system estimated to be a 17-year old secondary
school student. This person frequently uses special characters like a dot (• ) and the much
less than sign (�), both characteristic for younger Twitter users, who separate statements
in their tweets employing these characters. In addition, most frequently used words of this
person include words like I, hahahaha, you etc. that are highly associated with younger
persons in our corpus. Example tweets are given below:

Hahaahhahaha kkijk rtl gemist holland in da hood, bigga huiltt ik ga stukkk
Hahaahhahaha [I am] wwatching rtl gemist 2 holland in da hood 3, bigga is
cryingg it’s killinggg me

RT @USER: Ook nog eens rennen voor me bus #KutDag • Ik heb weekend :)
RT @USER: Had to run for my bus too #StupidDay • I have weekend :)

In the tweets, unconventional punctuation, emoticons, ellipsis, and alphabetical lengthen-
ing (stukkk) are used to create an informal, unconventional style particularly addressing an
in-group. This person does not appear to stress his identity as an adult, but finds other as-
pects of his identity more important to emphasize. These aspects, however, are expressed
with features employed most frequently by younger persons in our corpus, resulting in an
incorrect age prediction for this person.

We compared the performance of the system with that of humans. 17 persons participated
and each of them had 20 Twitter users assigned. They were asked to guess the age of the
Twitter users when only seeing the tweets. The results revealed that an automatic system
achieves slightly better (but significant) performance than humans on inferring age from
tweets. Humans also needed a significant amount of time (60-90 min.) to do the task. This
confirms that predicting the age from language alone is not trivial. Similarly to computers,
humans also underpredict the ages of older Twitter users.

5. WHY IS IT HARD TO PREDICT THE AGE OF OLDER PEOPLE?

Based on our error analysis and results we found that the system often underpredicts the
age of older Twitter users. Feedback from visitors of TweetGenie confirmed this as well.

For a variety of variables, including the use of pronouns, tweet length and word length we

2website where people can watch tv shows online
3Dutch reality show
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find strong changes in the younger ages; however after an age of around 30 most variables
show little change.
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Fig. 2. Plots of variables as they change with age. Blue: males, Red: females

In Figure 2 we have plotted a selection of the variables as they change with age, separated
by gender. We also show the fitted LOESS curves [Cleveland et al. 1992]. What little
sociolinguistics research there is on this issue has looked mostly at individual features.
Their results suggest that the differences between age groups above age 35 tend to become
smaller [Barbieri 2008]. Such trends have been observed with stance [Barbieri 2008] and
tag questions [Tottie and Hoffmann 2006]. Related to this, it has been shown that adults
tend to be more conservative in their language, which could also explain the observed
trends. This has been attributed to the pressure of using standard language in the workplace
in order to be taken seriously and get or retain a job [Eckert 1997]. This is a possible
explanation of why it is harder to predict the correct age of older people.

6. CONCLUSION

In this paper we summarized the development of TweetGenie, a computer program that
predicts the age of Twitter users based on their language use [Nguyen et al. 2013]. We ap-
proached age prediction from three different angles: classifying users into age categories,
predicting their exact age, and classifying users by their life stage. We found that most
linguistic changes occur when people are young, and that after around 30 years the studied
variables show little change. This may also explain why it is more difficult to predict the
age of older people (for both humans and the automatic system). As discussed in the error
analysis, the way a person speaks is influenced by many other factors besides a person’s
age. As future work, we plan to do more fine-grained analyses that also take factors such
as the social network and the direct conversation partners of the tweeters into account.
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